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HOMOGENEOUS APPROXIMATION OF
ONE-DIMENSIONAL SERIES OF ITERATED INTEGRALS

AND TIME OPTIMALITY

Daria M. Andreieva∗, SvetlanaYu. Ignatovich†

Abstract. In the paper we consider nonlinear systems depending linearly on control with
one-dimensional output. As is well known, under the analyticity requirement, the output
can be expressed as a series of iterated integrals of controls with scalar coefficients. Since
iterated integrals generate a free associative algebra, algebraic and combinatorial tools can
be applied. Developing ideas of the algebraic approach to homogeneous approximation
of nonlinear control systems, we propose the definition of a homogeneous approximation
for series of iterated integrals with one-dimensional coefficients and study its algebraic
properties. In addition, we describe relations between the homogeneous approximation
of one-dimensional series of iterated integrals and an approximation in the sense of time
optimality. Namely, we give conditions under which the optimal time and optimal controls
for the minimal realization of the initial series are approximated by the optimal time
and optimal controls for the minimal realization of its homogeneous approximation in a
neighborhood of the origin.

Key words: nonlinear control system, series of iterated integrals, free associative algebra,
core Lie subalgebra, homogeneous approximation, time-optimal control problem.
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1. Introduction

Nonlinear systems depending linearly on the control with output

ẋ =
m∑
i=1

Xi(x)ui, y = h(x), x ∈ Rn, y ∈ Rp, u1, . . . , um ∈ R, (1.1)

describe many important practical examples including nonholonomic mechanical
systems, e.g., control of a unicycle, a flying airplane, a car pulling trailers, etc. [14].
Although the right hand side is nonlinear in x, the linear dependence on controls
allows using algebraic tools to study various control problems related to such
systems. We briefly explain the approach.

Let us assume that the vector fields X1(x), . . . , Xm(x) and the map h(x) are
defined and real analytic in a neighborhood of the origin in Rn and h(0) = 0.
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We consider a trajectory of the system starting at the origin and corresponding
to a certain control u(t) = (u1(t), . . . , um(t)); below we denote this trajectory by
x(t;u). Then the output y(t;u) = h(x(t;u)) can be expressed directly via controls
ui(t). Namely, the following series representation holds,

y(t;u) =
∞∑
k=1

∑
1≤i1,...,ik≤m

ci1...ikηi1...ik(t, u), (1.2)

where ci1...ik ∈ Rp are constant vectors depending on the vector fields X1, . . . , Xm

and the map h and their derivatives at x = 0 and ηi1...ik(t, u) are nonlinear
functionals of u (“iterated integrals”) of the form

ηi1...ik(t, u) =

ˆ t

0

ˆ τ1

0
. . .

ˆ τk−1

0
ui1(τ1)ui2(τ2) · · ·uik(τk) dτk · · · dτ2dτ1, (1.3)

which do not depend on X1, . . . , Xm and h. This representation was first applied
to control systems by M. Fliess [6]. One can show that iterated integrals (1.3)
considered on a sufficiently wide set of controls are linearly independent. The
special form of iterated integrals suggests introducing a concatenation operation;
with this operation the linear span of iterated integrals becomes a free associative
algebra. As a result, algebraic and combinatorial technique can be applied [12],
[18], [11] for various control problems related to systems of the form (1.1).

In particular, if the output is identity, h(x) = x, one can study optimal control
problems using the direct representation for the trajectory (1.2) (where y(t, u) =
x(t;u)) as is common for linear control systems. However, in the general case,
it is difficult to operate with a series in the right hand side of (1.2). Instead,
an approximation can be considered, at least for studying local problems. We
emphasize that the linear approximation, where each vector field is replaced by
its value at the origin, is definitely inappropriate for the case when n > m, since
such an approximating system is not controllable even when the initial system
is controllable. Therefore, a nonlinear approximation should be introduced; a
possible choice is to find a system for which the representation of the trajectory
equals a truncation of the series (1.2). The most well-known is the homogeneous
approximation studied within the differential geometric approach in [4], [20], [7],
[3] and many other papers.

The homogeneous approximation admits a natural and convenient algebraic
description [8], [18], which allows finding it explicitly [19]. We recall the main
ideas in the next section. The homogeneous approximation approximates the
system in the sense of a sub-Riemannian metric [3] as well as in the sense of time
optimality [18].

For systems with output, the most interesting case is p = 1, when the output is
one-dimensional. In [2], we analyzed algebraic properties of the homogeneous ap-
proximation of the system, which was a realization of the given one-dimensional
series. However, it seems more natural to consider the homogeneous approx-
imation of the series itself. In the present paper we introduce the definition,
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propose an algebraic description and prove the classification theorem for such
homogeneous approximation and explain the relation with the problem of time
optimality.

The paper is organized as follows. In Section 2 we recall some definitions and
results concerning nonlinear control systems. In particular, we recall the concepts
of series of iterated integrals and the corresponding formal series of elements of the
abstract free algebra. In Section 3 we introduce the definition of a homogeneous
approximation of the series (Definition 3.2) and study its properties. In particular,
we show that the minimal realization of the homogeneous approximation has no
greater dimension than the minimal realization of the initial series (Theorem 3.1).
Also, we prove a classification theorem (Theorem 3.2) which describes all possible
core Lie subalgebras for a series and its homogeneous approximation. In Section 4
we consider the time-optimal problem for the system with output, which means
the steering the trajectory of the system to a given surface in the minimal time.
We show that under some conditions the optimal times and the optimal controls of
the minimal realizations of the initial series and of its homogeneous approximation
are equivalent in a neighborhood of the origin (Theorems 4.1 and 4.2).

2. Background

2.1. Systems with one-dimensional output

Let us consider the following nonlinear system

ẋ =
m∑
i=1

Xi(x)ui, (2.1)

with the one-dimensional output

y = h(x), (2.2)

assuming that X1(x), . . . , Xm(x) and h(x) are real analytic in a neighborhood of
the origin and h(0) = 0. As above, x(t;u) denotes the trajectory of the system
(2.1) starting at the origin, x(0;u) = 0, and corresponding to the control u =
u(t) = (u1(t), . . . , um(t)), t ∈ [0, θ]. We assume that controls are bounded; more
specifically, the set of admissible controls is

Bθ = {u(·) ∈ L∞([0, θ];Rm) :

m∑
i=1

u2i (t) ≤ 1 a.e., t ∈ [0, θ]}. (2.3)

Then, for small θ, the output y(θ;u) = h(x(θ;u)) can be represented as a series
(1.2) where ηi1...ik(θ, u) are iterated integrals (1.3) and ci1...ik are scalar constant
coefficients defied by

ci1...ik = Xik . . . Xi1h(0). (2.4)
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Due to analyticity, there exist numbers C1, C > 0 such that coefficients (2.4)
satisfy the estimate

|ci1...ik | ≤ C1C
kk! (2.5)

On the other hand, since |ui(t)| ≤ 1, i = 1, . . . ,m, then |ηi1...ik(θ, u)| ≤ 1
k!θ

k.
Hence, the series in the right hand side of (1.2) converges if θ < 1

Cm . The
representation (1.2) means that the output is directly expressed via inputs. It is
especially useful if the sum in the right hand side is finite. Otherwise, the series
can be approximated by a finite number of its terms.

2.2. Algebra of iterated integrals

More generally, one can consider series of iterated integrals with arbitrary
scalar coefficients; the first question is whether there exists a system of the form
(2.1) and the output (2.2) satisfying (1.2) (so-called realizability problem). In
other words, one wants to find out whether there exist m analytic vector fields
and an analytic scalar function satisfying equalities (2.4).

In order to answer this question as well as many others, it is useful to notice
that iterated integrals (1.3) are linearly independent as functionals of u ∈ Bθ.
Therefore, the linear span (over R) of iterated integrals turns into a free associative
algebra

Fθ = Lin{ηi1...ik(θ, u) : k ≥ 1, 1 ≤ i1, . . . , ik ≤ m}

with the concatenation operation ηi1...ik(θ, u)∨ηj1...jp(θ, u) = ηi1...ikj1...jp(θ, u). All
algebras Fθ with different θ > 0 are isomorphic to each other, so, it is useful to
consider an abstract free associative algebra, which is isomorphic to all of them.
Namely, let us introduce m abstract independent elements denoted as η1, . . . , ηm
(letters) and consider all finite sequences of these letters ηi1 · · · ηik (words). Then
the linear span of all words (over R) with the concatenation operation is a free
associative algebra isomorphic to any Fθ; we denote it by F .

For the sake of brevity, below we use the following notation. Denote by M
the set of all multi-indices

M = {I = (i1, . . . , ik) : k ≥ 1, 1 ≤ i1, . . . , ik ≤ m} .

Then for I = (i1, . . . , ik), we write ηi1...ik or ηI instead of ηi1 · · · ηik .
Thus, along with series of iterated integrals (1.2), we consider formal series of

elements of F ,
S =

∑
I∈M

cIηI , (2.6)

where cI are scalar coefficients.
Starting with the letters η1, . . . , ηm, one can form the free Lie algebra L,

considering the linear span of all successive commutators of the letters. In other
words, L is the minimal linear subspace including η1, . . . , ηm and closed with
respect to the Lie bracket operation [ℓ1, ℓ2] = ℓ1ℓ2−ℓ2ℓ1. This Lie algebra plays a
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central role in the analysis of series generated by systems due to its relation with
coefficients (2.4), which is used below.

2.3. Realizability conditions

Now we return to the realizability problem. Suppose that the series (2.6) is
given; does there exist a system of the form (2.1), (2.2) satisfying equalities (2.4)?
We recall well-known realizability conditions [10], [9].

First, we notice that the series (2.6) generates the linear map c : F → R
defined on basis elements as

c(ηI) = cI , I ∈M.

It is convenient to introduce the unitary algebra Fe = F +R so that 1 = η∅ (the
empty word). We expand the linear map c to Fe assuming c(1) = 0. Below we
use the notation M0 =M ∪ {0}.

Now, for any ℓ ∈ L, let us consider the series

Fc(ℓ) =
∑
I∈M0

c(ηIℓ)ηI . (2.7)

The number ρL(S) = dim{Fc(ℓ) : ℓ ∈ L} is called the Lie rank of the series (2.6).

Theorem 2.1 ( [10], [9]). The series (2.6) satisfying condition (2.5) is realizable
if and only if ρL(S) < ∞. If this is the case, then n = ρL(S) equals the minimal
possible dimension of the system (2.1) satisfying equalities (2.4). Moreover, this
system is defined uniquely up to a change of variables.

Below we refer to the system mentioned in Theorem 2.1 as the minimal real-
ization of the series S.

2.4. Minimal realization and its homogeneous approximation

The minimal realization is of the form (2.1), where n = ρL(S); its trajectory
x(t;u) starting at the origin can be expressed as a series of iterated integrals with
vector coefficients

x(t;u) =
∑
I∈M

c̃IηI(t, u), c̃i1...ik = Xik . . . Xi1E(0) ∈ Rn,

where E(x) = x. Below we denote by S̃ the corresponding series,

S̃ =
∑
I∈M

c̃IηI .

Also, denote by c̃ the linear map c̃ : F → Rn defined on basis elements as
c̃(ηI) = c̃I . It satisfies the Rashevsky-Chow condition

dim c̃(L) = n.
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This means that the minimal realization is locally controllable in a neighborhood
of the origin of Rn.

It may be useful to introduce another nonlinear system that is close to the
system (2.1) but has a simpler structure; in particular, with the series having a
finite number of terms. The most known choice is a homogeneous approximation
[4], [20], [7], [3].

We introduce the homogeneous approximation of the minimal realization in
algebraic terms, which allows us to avoid finding explicitly the coefficients of the
series S̃ [2]. Below we use the notation

Mk = {I ∈M : I = (i1, . . . , ik)} , k ≥ 1,

i.e., the set Mk contains multi-indices of length k. First, we recall that the algebra
F admits a grading structure

F =
∞∑
k=1

Fk, Fk = Lin{ηI : I ∈Mk}, k ≥ 1,

which is inherited by the Lie algebra L,

L =
∞∑
k=1

Lk, Lk = Fk ∩ L, k ≥ 1.

Below we say that a ∈ Fk is homogeneous of order k and write ord(a) = k.
Let us consider the following subspaces

P1 = {ℓ ∈ L1 : c(aℓ) = 0 for any a ∈ Fe},

Pk = {ℓ ∈ Lk : there exists ℓ′ ∈ L1 + · · ·+ Lk−1 such that
c(a(ℓ− ℓ′)) = 0 for any a ∈ Fe}, k ≥ 2.

(2.8)

One can show that the subspace

LS =

∞∑
k=1

Pk (2.9)

is a graded Lie subalgebra of L of codimension n [2]. We call it a core Lie
subalgebra of the series S.

Since codim(LS) = n, there exist n elements ℓ1, . . . , ℓn ∈ L such that

Lin{ℓ1, . . . , ℓn}∔ LS = L,

where ∔ means a direct sum. Without loss of generality we can assume that
ℓ1, . . . , ℓn are homogeneous and ord(ℓi) ≤ ord(ℓj) for 1 ≤ i < j ≤ n.

Now, let us choose a homogeneous basis of LS ; denote it by {ℓi}∞i=n+1; then
{ℓi}∞i=1 is a basis of L. Due to the Poincaré-Birkhoff-Witt Theorem [16], the set

{ℓq1i1 · · · ℓ
qk
ik

: k ≥ 1, 1 ≤ i1 < · · · < ik, q1, . . . , qk ≥ 1} (2.10)
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is a basis of F . Here ℓq = ℓ · · · ℓ (q times).
We define the inner product ⟨·, ·⟩ in F assuming that the basis {ηI : I ∈ M}

is orthonormal. Denote by {dq1...qki1...ik
: k ≥ 1, 1 ≤ i1 < · · · < ik, q1, . . . , qk ≥ 1} the

dual basis to the basis (2.10), i.e.,

⟨ℓq1i1 · · · ℓ
qk
ik
, dp1...prj1...jr

⟩ =

{
1 if k = r, it = jt, qt = pt for t = 1, . . . , k,

0 otherwise.

In order to express elements of the dual basis in a more explicit form, we introduce
the shuffle product � in Fe [6] defined recursively on basis elements as

ηi1I1 � ηi2I2 = ηi1(ηI1 � ηi2I2) + ηi2(ηi1I1 � ηI2),

where 1� a = a� 1 = a for any a ∈ Fe. Then the elements of the dual basis
satisfy the following equalities [15]

dq1...qki1...ik
=

1

q1! · · · qk!
d�q1
i1
� · · ·� d�qk

ik
, (2.11)

where the notation di = d1i is used. Here d�q = d� · · ·� d (q times).
It can be shown that there exist such coordinates in the minimal realization

in which the series S̃ has the following “triangular” form

S̃j = dj +
∑

k≥wj+1

∑
I∈Mk

c̃IηI , j = 1, . . . , n, (2.12)

where wj = ord(dj) = ord(ℓj), j = 1, . . . , n. This representation justifies the
following definition: a homogeneous approximation of the system (2.1) is a system
whose series by some change of variables is reduced to the form

̂̃
Sj = dj , j = 1, . . . , n. (2.13)

Thus, each component of the series ̂̃S is homogeneous and approximates the cor-
responding component of the series S̃ in the sense of grading in F .

We mention the following properties of core Lie subalgebras.

Theorem 2.2 ( [8], [2]). (i) Any graded Lie subalgebra of a finite codimension
n > 0 is a core Lie subalgebra of some one-dimensional series of the form (2.6).

(ii) Minimal realizations of two series of the form (2.6) have the same ho-
mogeneous approximation if and only if the core Lie subalgebras of these series
coincide.

Along with the core Lie subalgebra LS , we consider the (graded) left ideal
generated by LS of the form

JS = Lin{aℓ : a ∈ Fe, ℓ ∈ LS}. (2.14)
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One can show [17], [18] that the set

{d�q1
1 � · · ·� d�qn

n : q1, . . . , qn ≥ 0, q1 + · · ·+ qn ≥ 1} (2.15)

is a basis of the subspace J ⊥
S .

2.5. Approximation in the sense of time optimality

Let us consider two nonlinear systems, namely, the initial system (2.1) and its
homogeneous approximation, i.e., the system

ẋ =

m∑
i=1

X̂i(x)ui, (2.16)

whose trajectory starting at the origin corresponds to the series (2.13). The latter
system approximates the former one not only in the algebraic sense mentioned
above, but also in the sense of time optimality [18]. More specifically, let us
consider systems (2.1) and (2.16) and assume that the trajectories of these systems
correspond to the series (2.12) and (2.13) respectively. For an arbitrary point s̃
from a neighborhood of the origin, we consider the time-optimal control problems
for these two systems,

ẋ =
m∑
i=1

Xi(x)ui, x(0) = 0, x(θ) = s̃, u ∈ Bθ, θ → min, (2.17)

ẋ =
m∑
i=1

X̂i(x)ui, x(0) = 0, x(θ) = s̃, u ∈ Bθ, θ → min, (2.18)

where the set Bθ of admissible controls is defined by (2.3).

Theorem 2.3 ( [18]). Suppose that the problem (2.18) has a unique solution;
denote by θ̂∗s̃ and û∗s̃(t) the optimal time and the optimal control. For the problem
(2.17), let us denote by θ∗s̃ the optimal time and by U∗

s̃ the set of optimal controls.
Then

θ∗s̃

θ̂∗s̃
→ 1 as s̃→ 0, (2.19)

1

θ

ˆ θ

0
|û∗s̃ i(t)− u∗s̃ i(t)| dt→ 0, i = 1, . . . ,m, as s̃→ 0 (2.20)

for any u∗s̃(t) ∈ U∗
s̃ , where θ = min{θ̂∗s̃ , θ

∗
s̃}. This means that, after some change

of variables, the optimal time and the optimal control of the homogeneous problem
(2.18) approximates the optimal time and optimal controls of the problem (2.17).

Actually, the uniqueness requirement for the optimal control of the problem
(2.18) can be weakened [18].
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In the next section we consider control systems with one-dimensional output.
We show that another approximation is suitable in this situation.

3. Homogeneous approximation of a one-dimensional series of
iterated integrals

3.1. Homogeneous series and its minimal realization

We start with considering a homogeneous one-dimensional series of the form

S =
∑
I∈Mr

cIηI . (3.1)

In other words, S contains only terms of order r, i.e., S ∈ Fr (we assume that
at least one of its coefficients is nonzero). For consistency, we call S a “series”,
although the sum in the right-hand side of (3.1) is finite.

In what follows, we adopt the following definition.

Definition 3.1. We say that a linear subspace J ′ ⊂ F is a graded Lie generated
left ideal if there exists a graded Lie subalgebra L′ ⊂ L such that

J ′ = Lin{aℓ : a ∈ Fe, ℓ ∈ L′}.

In this case we say that J ′ is generated by L′.

For example, the left ideal JS is a graded Lie generated left ideal; it is gener-
ated by the core Lie subalgebra LS , which follows from its definition (2.14).

Now, let us consider the set of all graded Lie generated left ideals that are
orthogonal to S,

D = {J : J is a graded Lie generated left ideal and J ⊂ S⊥}. (3.2)

The following lemma gives an alternative way to find the core Lie subalgebra
for a homogeneous series.

Lemma 3.1. Let S ∈ Fr be nonzero. Let LS be a core Lie subalgebra of S and JS

be a left ideal generated by LS. Then JS is the maximal (in the sense of inclusion)
left ideal from the set (3.2).

Proof. Obviously, the maximal left ideal, which contains all other left ideals from
D, exists and is unique. Denote it by Jmax; let Lmax be the graded Lie subalgebra
that generates Jmax.

First, let us consider the minimal realization of the series S. As was explained
in the previous section, the core Lie subalgebra LS of the series S has the form
(2.8), (2.9). However, the map c equals zero on any element of order other than
r. Let us show that c(aℓ) = 0 for any ℓ ∈ LS and a ∈ Fe. If not so, then
c(aℓ) ̸= 0 for some ℓ ∈ LS and some a ∈ Fe. Then aℓ ∈ Fr. Without loss of
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generality we can assume that a is homogeneous, then a ∈ Fk and ℓ ∈ Lr−k,
where 0 ≤ k ≤ r − 1. Due to (2.8), there exists ℓ′ ∈ L1 + · · ·+ Lr−k−1 such that
c(aℓ) = c(aℓ′) ̸= 0. Hence, aℓ′ ∈ Fr. On the other hand, aℓ′ ∈ Lk+1 + · · ·+Lr−1,
which gives a contradiction.

Thus, c(aℓ) = 0 for any ℓ ∈ LS and a ∈ Fe. This means that c(JS) = 0
or, what is the same, S ⊥ JS . Hence, S belongs to J ⊥

S and therefore JS ⊂ S⊥,
which implies JS ⊂ Jmax and therefore LS ⊂ Lmax.

Now, let us consider Lmax. Since S ∈ Fr, it is orthogonal to any subspace Fk

with k ≥ r + 1; therefore, Lk ⊂ Lmax for any k ≥ r + 1. Hence, Lmax is of finite
codimension.

Now we repeat the construction described above. Denote n′ = codim(Lmax).
We choose homogeneous elements ℓ′1, . . . , ℓ′n′ ∈ L such that L = Lin{ℓ′1, . . . , ℓ′n′}∔
Lmax, choose a homogeneous basis {ℓ′i}∞i=n′+1 of Lmax, and construct the Poincaré-
Birkhoff-Witt basis analogous to (2.10) and the dual basis d′q1...qki1...ik

analogous to
(2.11) as is explained in the previous section. Then re-expand the series (3.1) in
the dual basis.

By construction, S ∈ J ⊥
max. Analogously to the subspace J⊥

S , see (2.15),
shuffle monomials of d′1, . . . , d′n′ form a basis of J ⊥

max,

J ⊥
max = Lin{d′�q1

1 � · · ·� d′
�qn′
n′ : q1, . . . , qn′ ≥ 0, q1 + · · ·+ qn′ ≥ 1}.

Therefore, S is a shuffle polynomial of d′1, . . . , d′n′ ,

S =
∑

q1w′
1+···+qn′w′

n′=r

αq1...qn′d
′�q1
1 � · · ·� d′

�qn′
n′ ,

where w′
j = ord(d′j), j = 1, . . . , n′. This implies that S has a realization of dimen-

sion n′. Namely, let us consider the n′-dimensional series S′ with components

S′
k = d′k, k = 1, . . . , n′.

Obviously, it corresponds to the linear map c′ : F → Rn′ defined on the Poincaré-
Birkhoff-Witt basis (2.10) as follows:

c′(ℓ′ q1i1 · · · ℓ′ qkik ) = 0 if q1 + · · ·+ qk ≥ 2,

c′(ℓ′i) = 0 if i ≥ n′ + 1,
c′(ℓ′i) = ei if 1 ≤ i ≤ n′,

where ei is a unit vector with 1 on the i-th place. One can show that the series
S′ satisfies the realizability conditions [9], i.e., there exists a control system of the
form (2.1) whose trajectory is expressed as

xk(θ;u) = d′k(θ, u), k = 1, . . . , n′.

Moreover, this system can be efficiently constructed [18], [19]. Therefore, the
initial series S corresponds to the polynomial output

y = h(x) =
∑

q1w′
1+···+qn′w′

n′=r

αq1...qn′x
q1
1 · · ·xqn′

n′
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for this system.
Thus, the series S can be realized as an output of some n′-dimensional system,

where n′ = codim(Lmax). Therefore, n′ ≥ n, i.e., codim(Lmax) ≥ codim(LS),
which implies Lmax ⊂ LS . On the other hand, as is shown above, LS ⊂ Lmax.
Hence, LS = Lmax and therefore JS = Jmax.

3.2. Homogeneous approximation of a series

Let us consider a series of elements of F

S =
∑
I∈M

cIηI , (3.3)

where cI are scalar coefficients. Below we assume that S is realizable, that is, its
Lie rank is finite. By the homogeneous approximation of S we mean the sum of
terms of the minimal order. More specifically, we adopt the following definition.

Definition 3.2. For the series (3.3), let r be the minimal order of terms of S,
that is,

r = min{k : cI ̸= 0 for some I ∈Mk}.

We say that
Ŝ =

∑
I∈Mr

cIηI

is a homogeneous approximation of the series (3.3).

Since Ŝ contains a finite number of terms, it is realizable. Theorem 3.1 below
describes the relation between the Lie ranks and core Lie subalgebras of series S
and Ŝ.

Theorem 3.1. Let Ŝ be a homogeneous approximation of S. Then ρL(Ŝ) ≤ ρL(S)
and LS ⊂ L

Ŝ
.

Proof. Let Ŝ ∈ Fr. First, let us show that the left ideal JS , which obviously is
graded and Lie generated, is orthogonal to Ŝ.

Denote by S̃ the series of the minimal realization of S, which has the form
(2.12) with n = ρL(S) = codim(LS), i.e.,

S̃k = dk +Rk, k = 1, . . . , n,

where Rk ∈
∑

i≥wk+1F i, wk = ord(dk). Then S has the form

S =
∑

q1+···+qn≥1

αq1...qn(d1 +R1)
�q1
� · · ·� (dn +Rn)

�qn ,
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where αq1...qn ∈ R. Since Ŝ contains elements of the minimal order from S, we
obviously get that Ŝ is a shuffle polynomial of d1, . . . , dn,

Ŝ =
∑

q1w1+···+qnwn=r

αq1...qnd
�q1
1 � · · ·� d�qn

n .

However, shuffle monomials (2.15) of d1, . . . , dn form a basis of J ⊥
S , therefore,

Ŝ ⊂ J ⊥
S , which implies JS ⊂ Ŝ⊥.

Let Jmax be the maximal (in the sense of inclusion) graded Lie generated left
ideal orthogonal to Ŝ and let Lmax be the Lie subalgebra that generates Jmax.
Then JS ⊂ Jmax and therefore LS ⊂ Lmax.

On the other hand, as shown in the previous subsection, Lmax is a core Lie
subalgebra of Ŝ, that is, L

Ŝ
= Lmax and ρL(Ŝ) = codim(Lmax). Hence, LS ⊂ L

Ŝ

and therefore ρL(Ŝ) ≤ ρL(S).

Example 3.1. Let us consider the series

S = η1 + η21 + η221 + η2221 + · · · =
∞∑
k=0

ηk2η1,

which describes the output of the following one-dimensional system

ẋ = u1 + xu2, y = h(x) = x.

Its homogeneous approximation is Ŝ = η1; it corresponds to the homogeneous
one-dimensional system

ẋ = u1, y = h(x) = x.

Thus, here LS = L
Ŝ
= Lin{η2}+

∑∞
k=2 Lk and ρL(S) = ρL(Ŝ) = 1.

Note that the minimal realization of any truncated series S′ =
∑p−1

k=0 η
k
2η1 for

p ≥ 2 is of dimension p. For example, it can be chosen as

ẋ1 = u1, ẋ2 = x1u2, · · · , ẋp = 1
(p−1)!x

p−1
1 u2

with the output y = h(x) = x1 + · · ·+ xp. Thus, here we have ρL(S′) > ρL(S).

Example 3.1 shows that Theorem 3.1 cannot be generalized to an arbitrary
truncation of one-dimensional series.

3.3. Classification theorem

Theorem 3.1 describes the relation between the core Lie subalgebras of the
series and of its homogeneous approximation. The following theorem shows that
any pair of nested graded Lie subalgebras of finite nonzero codimension are the
core Lie subalgebras of some series and its homogeneous approximation.
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Theorem 3.2. Let L1 ⊂ L2 ⊂ L be two graded Lie subalgebras such that 0 <
codim(L2) ≤ codim(L1) <∞. Then there exists a one-dimensional series S of the
form (2.6) such that L1 is its core Lie subalgebra and L2 is a core Lie subalgebra
of its homogeneous approximation Ŝ, i.e., LS = L1 and L

Ŝ
= L2.

Proof. If L1 = L2, then we can take a homogeneous series. Namely, let n =
codim(L1). Then choose n homogeneous elements ℓ1, . . . , ℓn such that

Lin{ℓ1, . . . , ℓn}∔ L1 = L. (3.4)

Then choose a homogeneous basis {ℓi}∞i=n+1 of L1 and construct the Poincaré-
Birkhoff-Witt basis (2.10) and the dual basis (2.11) as explained above. Let us
consider the series

S = d1 � · · ·� dn.

As was shown in [2, proof of Theorem 4], L1 is the core Lie subalgebra of S.
Suppose now that L1 ̸= L2. Let us denote n = codim(L1) and q = codim(L2),

then 0 < q < n < ∞. In this case we also choose n homogeneous elements
satisfying (3.4). However now, without loss of generality, we assume that n− q of
these elements belong to L2. Namely, we choose elements ℓ1, . . . , ℓn so that

Lin{ℓ1, . . . , ℓq}∔ L2 = L

and
ℓq+1, . . . , ℓn ∈ L2.

Then we choose a homogeneous basis {ℓi}∞i=n+1 of L1 and construct the bases
(2.10) and (2.11). Let us consider the series

S = d1 � · · ·� dq + d1 � · · ·� dn.

This series is not homogeneous; its homogeneous approximation equals

Ŝ = d1 � · · ·� dq.

The core Lie subalgebra of Ŝ equals L2, i.e., L
Ŝ

= L2, which directly follows
from [2, proof of Theorem 4]. Let us prove that the core Lie subalgebra of S
equals L1.

We follow arguments from [2]. Namely, let us denote p = ord(ℓ1 · · · ℓn) and
notice that ord(ℓ1 · · · ℓq) < p. Therefore, the map c : F → R corresponding to
S is such that on elements of the Poincaré-Birkhoff-Witt basis (2.10) from the
subspace Fp

c(ℓi1 · · · ℓik) =

{
1 if (i1, . . . , ik) = (1, . . . , n),

0 otherwise.

Repeating the proof of Lemma 1 from [2] we get that for any tuple (j1, . . . , jk)
such that ord(ℓj1 · · · ℓjk) ≥ p

c(ℓj1 · · · ℓjk) =

{
1 if (j1, . . . , jk) is a permutation of {1, . . . , n},
0 otherwise.

(3.5)
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Now we consider series (2.7), which are used to find the Lie rank as in Theorem 2.1.
We can re-expand them in the dual basis (2.11),

Fc(ℓ) =
∑

j1<···<jk

1

q1! · · · qk!
c(ℓq1j1 · · · ℓ

qk
jk
ℓ)d�q1

j1
� · · ·� d�qk

jk
.

Using this representation, we prove that the series Fc(ℓ1), . . . , Fc(ℓn) are linearly
independent. Actually, using the property (3.5), we prove analogously to [2] that
for 1 ≤ k ≤ j ≤ n

c(ℓ1 · · · ℓk−1ℓk+1 · · · ℓnℓj) =

{
1 if j = k,

0 if j > k.

Hence, the n× n matrix whose elements are the coefficients of d1� · · ·� dk−1�

dk+1� · · ·�dn in the series Fc(ℓj) is nonsingular (it has units on the diagonal and
zeros above the diagonal). This implies that ρL(S) = dim{Fc(ℓ) : ℓ ∈ L} ≥ n.

On the other hand, the series S obviously has the n-dimensional realization
with the series

S̃k = dk, k = 1, . . . , n, (3.6)

and the output y = h(x) = x1 · · ·xq + x1 · · ·xn. This means that ρL(S) ≤ n.
Thus, ρL(S) = n = codim(L1) and therefore the realization (3.6) is minimal.
Since its core Lie subalgebra obviously equals L1, we get that LS = L1.

4. Time-optimal problem for one-dimensional series

4.1. Time-optimal problem for homogeneous series

Let us consider a homogeneous series

Ŝ =
∑
I∈Mr

cIηI

(which can be a homogeneous approximation of some other series S). Let (2.16)
be its minimal realization and let y = ĥ(x) be the corresponding output. We
consider the following time-optimal problem

ẋ =
m∑
i=1

X̂i(x)ui, x(0) = 0, ĥ(x(θ)) = s, u ∈ Bθ, θ → min, (4.1)

where Bθ is of the form (2.3) and s ∈ R is a given nonzero number. Thus, the
problem is to find a control steering the system from the origin to the surface
ĥ(x) = s in the minimal possible time. If there exists a control and a time
moment T satisfying the equality ĥ(x(T ;u)) = s, then the problem (4.1) has a
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solution due to Filippov’s Theorem [5]. In this case we denote the optimal time
by θ̂∗s and an optimal control by û∗s(t).

The time-optimal problem (4.1) can be rewritten in the form∑
I∈Mr

cIηI(θ, u) = s, u ∈ Bθ, θ → min . (4.2)

Since the series is homogeneous, we can simplify the problem. Namely, we notice
that

ηI(θ, u) =

ˆ θ

0

ˆ τ1

0
· · ·
ˆ τk−1

0
ui1(τ1) · · ·uik(τk)dτk · · · dτ2dτ1 =

= θk
ˆ 1

0

ˆ τ1

0
· · ·
ˆ τk−1

0
ui1(τ1θ) · · ·uik(τkθ)dτk · · · dτ2dτ1 = θkηI(1, ū),

where ū(t) = u(tθ), t ∈ [0, 1]. When u(t) runs through the set (2.3), ū(t) runs
through the set B1 (of the form (2.3) with θ = 1). Thus, the problem (4.2) is
reduced to

θr
∑
I∈Mr

cIηI(1, u) = s, u ∈ B1, θ → min .

In order to solve this problem, it is sufficient to solve the optimization problem for
the nonlinear homogeneous functional on the unit ball of the space L∞([0, 1];Rm).
Namely, for s > 0, we consider the problem∑

I∈Mr

cIηI(1, u) → max, u ∈ B1.

If the maximum value equals µ > 0, then θ̂∗s = ( sµ)
1
r is the optimal time in the

problem (4.1). For any function ū(t) on which the maximum value is achieved,
û∗s(t) = ū(t/θ̂∗s) is an optimal control in (4.1). Analogously, for s < 0, we consider
the problem ∑

I∈Mr

cIηI(1, u) → min, u ∈ B1.

If the minimum value equals µ < 0, then θ̂∗s = ( s
−µ)

1
r is the optimal time in (4.1).

Thus, the following lemma holds.

Lemma 4.1. Let us fix the number s̄ > 0 (resp., s̄ < 0) and suppose that the
following time-optimal problem has a solution

ẋ =

m∑
i=1

X̂i(x)ui, x(0) = 0, ĥ(x(θ)) = s̄, u ∈ Bθ, θ → min .

Let θ̂∗s̄ be the optimal time and û∗s̄(t) be an optimal control. Then for any s > 0
(resp., s < 0) the problem (4.1) has a solution: the optimal time equals

θ̂∗s =
(s
s̄

) 1
r
θ̂∗s̄
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and the function
û∗s(t) = û∗s̄

(
t(s̄/s)

1
r

)
, t ∈ [0, θ̂∗s ],

is an optimal control.

Example 4.1. Consider the following system, which describes the Grushin plane [3]

ẋ1 = u1,
ẋ2 = x1u2

(4.3)

with the output y = x1x2. This system and the output are homogeneous, the
corresponding series has the form

Ŝ = η1 � η21 = η121 + 2η211.

As mentioned above, it is sufficient to consider one particular s, for example,
s = 1. (The case s = −1 can be considered analogously.) The corresponding
optimization problem is to maximize the functional η121(1, u)+2η211(1, u) on the
set B1 of controls satisfying the constraint u21(t) + u22(t) ≤ 1, t ∈ [0, 1].

The solution of the time-optimal problem for this system is well known [1];
we briefly explain how it can be obtained by applying the Pontryagin Maximum
Principle. First, we write the Hamilton-Pontryagin function and the dual system

H = ψ1u1 + ψ2x1u2, ψ̇1 = −ψ2u2, ψ̇2 = 0.

Hence, ψ2(t) is a constant; denote it by c. Following the Pontryagin Maximum
Principle, we find the maximum value of H on the set of controls satisfying the
inequality u21 + u22 ≤ 1. To do this, we write the Lagrange function L = ψ1u1 +
cx1u2 + λ(u21 + u22 − 1). Equating its partial derivatives on u1 and u2 to zero, we
get two equations

ψ1 + 2λu1 = 0, cx1 + 2λu2 = 0.

Hence, ψ1u2 = cx1u1 identically, which implies ψ1ψ̇1+ c
2x1ẋ1 = 0, and therefore,

ψ2
1 + c2x21 = const. Since ψ1 = −2λu1 and cx1 = −2λu2, we get 4λ2(u21 + u22) =

const. However, it is known [18] that actually the optimal control satisfies the
equality u21 + u22 ≡ 1, hence, |λ| = const. Since H has a maximum value on
the optimal control, λ is non-positive, hence, λ = const. Moreover, if λ = 0,
then ψ1 = 0; hence, c ̸= 0 and x1 = 0. This means that λ ̸= 0 for any optimal
trajectory that ends at the curve x1x2 = 1. Thus,

u1(t) = − 1
2λψ1(t), u2(t) = − c

2λx1(t),

where λ is constant. Therefore, optimal controls u1(t) and u2(t) are differentiable
and satisfy the differential equations

u̇1(t) = −ξu2(t), u̇2(t) = ξu1(t), where ξ = − c
2λ .
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This gives u1(t) = cos(ξt+φ) and u2(t) = sin(ξt+φ), where, taking into account
the initial condition u2(0) = ξx1(0) = 0, we get φ = πk, k ∈ Z. Actually, one can
show that the points on the optimal trajectory where x1(τ) = 0 are conjugate,
hence, for the optimal trajectory, only t ∈ (0, π

|ξ|) is possible. Thus, optimal
controls can be

u1(t) = α cos(ξt), u2(t) = α sin(ξt),

where α = ±1. Substituting such controls, we get the optimal trajectories

x1(t) =
α
ξ sin(ξt), x2(t) =

t
2ξ −

1
4ξ2

sin(2ξt).

Now let us apply the transversality condition that means that at the end time
moment the vector (ψ1(T ), ψ2(T )) is proportional to a normal vector to the curve
x1x2 = 1 at the point (x1(T ), x2(T )). This obviously leads to the equality

α cos(ξT )

ξ
=

T
2ξ −

1
4ξ2

sin(2ξT )
α
ξ sin(ξT )

,

which gives sin(2ξT ) = 2ξT
3 . Denote the solution of the equation sin z = z

3 ,
which belongs to the interval [0, π], by z̄; it equals z̄ ≈ 2.27886. Then 2ξT = ±z̄
(depending on the sign of ξ).

On the other hand, the optimal time T = θ̂∗1 equals the time moment when
the trajectory reaches the curve x1x2 = 1, hence,

α
ξ sin(ξT )

(
T
2ξ −

1
4ξ2

sin(2ξT )
)
= 1.

Combining two last equations, we obtain the explicit expressions for the optimal
time and the optimal controls

θ̂∗1 =
(

3z̄2

4 sin(z̄/2)

)1/3
≈ 1.62458, û∗1(t) = (û∗11(t), û

∗
12(t)) = (α cos(ξt), α sin(ξt)),

where α = ±1 and ξ = αz̄/(2θ̂∗1) ≈ 0.70137α. Thus, there exist two optimal
controls corresponding to α = +1 and α = −1; they steer the system from the
origin to the points ( sin(ξT )

ξ , ξ
sin(ξT )) ≈ (1.2952, 0.7721) and (− sin(ξT )

ξ ,− ξ
sin(ξT )) ≈

(−1.2952,−0.7721) on the curve x1x2 = 1.
For the final condition x1x2 = −1 the result is analogous: the optimal time is

the same whereas the optimal controls are û∗1(t) = (α cos(ξt),−α sin(ξt)), α = ±1.
For any final condition x1x2 = s ̸= 0 the optimal time and optimal controls

can be found as described in Lemma 4.1.
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4.2. Approximation in the sense of time optimality

Now we consider an arbitrary realizable series S. Suppose that its minimal
realization is n-dimensional and has the form (2.1) with the output (2.2). Let us
consider the time-optimal problem

ẋ =

m∑
i=1

Xi(x)ui, x(0) = 0, h(x(θ)) = s, u ∈ Bθ, θ → min, (4.4)

where s ̸= 0 is a fixed number. If an optimal control exists, we denote the optimal
time by θ∗s and the set of optimal controls by U∗

s .
Also, we consider the homogeneous approximation Ŝ of the series S and the

corresponding time-optimal problem (4.1) for its minimal realization (2.16). If
the problem (4.1) has a solution, we denote by θ̂∗s the optimal time and by Û∗

s

the set of optimal controls.

Theorem 4.1. Let us consider the time-optimal problems (4.4) and (4.1) for
the minimal realizations of the series S and of its homogeneous approximation Ŝ
respectively. Suppose the problem (4.1) has a solution for s = 1. Then there exists
ε > 0 such that for any s ∈ (0, ε) the problem (4.4) also has a solution and

θ∗s

θ̂∗s
→ 1 as s→ +0. (4.5)

For s < 0 the analogous result holds.

Proof. We follow the idea of [13] developed in [18]. First, let us fix δ ∈ (0, 1) and
for any s > 0 consider the set Qs = [s(1− δ), s(1 + δ)]. Obviously, 0 ̸∈ Qs. Also,
let us introduce the notation

Rk(θ, u) =
∑
I∈Mk

cIηI(θ, u), k ≥ r + 1, R(θ, u) =

∞∑
k=r+1

Rk(θ, u),

then
S(θ, u) = Ŝ(θ, u) +R(θ, u). (4.6)

Since the system (2.1), (2.2) is analytic, there exist C1, C2, C > 0 such that the
series S(θ, u) converges for any θ ∈ (0, 1/C) and any u ∈ Bθ and

|Rk(θ, u)| ≤ C1(Cθ)
k, k ≥ r + 1, |R(θ, u)| ≤ C2(Cθ)

r+1.

Let us introduce the operator

Gs(x) = s−R(θ̂∗x, û
∗
x)

defined on x for which the series S(θ̂∗x, û∗x) converges. Let us show that the oper-
ator Gs is defined on Qs and maps Qs to itself.
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If x ∈ Qs, then 0 < s(1 − δ) ≤ x ≤ s(1 + δ) < 2s. Therefore, due to
Lemma 4.1, θ̂∗x < (2s)1/rθ̂∗1. Therefore, the series S(θ̂∗x, û∗x) converges for all
x ∈ Qs if 0 < s < 1/(2(Cθ̂∗1)

r) = ε1. Moreover,

|R(θ̂∗x, û∗x)| ≤ C2(Cθ̂
∗
x)

r+1 < (2s)
r+1
r C2(Cθ̂

∗
1)

r+1 = s(C2s
1
r 2

r+1
r (Cθ̂∗1)

r+1).

Thus, |R(θ̂∗x, û∗x)| ≤ sδ if C2s
1
r 2

r+1
r (Cθ̂∗1)

r+1 < δ. This inequality holds if 0 <

s < δr/(2r+1Cr
2(Cθ̂

∗
1)

(r+1)r) = ε2. Let us choose ε = min{ε1, ε2}; then for any
s ∈ (0, ε) the operator Gs maps the set Qs to itself.

Now let us prove that Gs(x) is continuous. Let xq be a sequence from Qs and
xq → x ∈ Qs as q → ∞. Then

Rk(θ̂
∗
xq
, û∗xq

)−Rk(θ̂
∗
x, û

∗
x) =

((xq
x

) k
r − 1

)
Rk(θ̂

∗
x, û

∗
x) (4.7)

since ηI(θ̂∗xq
, û∗xq

) = (θ̂∗xq
/θ̂∗x)

kηI(θ̂
∗
x, û

∗
x) for any I ∈Mk and θ̂∗xq

/θ̂∗x = (xq/x)
1
r due

to Lemma 4.1. Moreover,

|Rk(θ̂
∗
x, û

∗
x)| ≤ C1((1 + δ)/2)

k
r , |Rk(θ̂

∗
xq
, û∗xq

)| ≤ C1((1 + δ)/2)
k
r

since 0 < x, xq < s(1 + δ) and (2s)
1
rCθ̂∗1 < 1. Thus, for any ε′ > 0 we can choose

N > r such that for any q
∞∑

k=N+1

|Rk(θ̂
∗
xq
, û∗xq

)| < ε′/4,

∞∑
k=N+1

|Rk(θ̂
∗
x, û

∗
x)| < ε′/4.

Then, taking into account (4.7), we choose q0 such that for any q > q0

|Rk(θ̂
∗
xq
, û∗xq

)−Rk(θ̂
∗
x, û

∗
x)| < ε′/(2(N − r)), k = r + 1, . . . , N.

Thus, for any ε′ > 0 we can choose q0 such that |Gs(x) − Gs(xq)| < ε′ for all
q > q0, which means that Gs is continuous.

Thus, the continuous function maps the closed interval Qs to itself, therefore,
it has a fixed point in Qs. Let us denote it by s1, i.e., Gs(s

1) = s1, which
implies s = s1 + R(θ̂∗s1 , û

∗
s1). However, s1 = Ŝ(θ̂∗s1 , û

∗
s1). Thus, (4.6) implies

s = S(θ̂∗s1 , û
∗
s1). This means that the control û∗s1(t) steers the system (2.1) to the

surface h(x) = s in the time θ̂∗s1 . Therefore, the time-optimal problem (4.4) has
a solution and

θ∗s ≤ θ̂∗s1 . (4.8)

Now, let us consider the point s0 = s − R(θ∗s , u
∗
s). The series R(θ∗s , u

∗
s)

converges due to (4.8). Moreover, arguing as above we get that |R(θ∗s , u∗s)| ≤
C2(Cθ

∗
s)

r+1 ≤ C2(Cθ̂
∗
s1)

r+1 < sδ, which implies s0 ∈ Qs. Since s = S(θ∗s , u
∗
s) =

Ŝ(θ∗s , u
∗
s)+R(θ∗s , u

∗
s), we get s0 = Ŝ(θ∗s , u

∗
s), which implies θ̂∗s0 ≤ θ∗s . Thus, we get

the two-sided estimate
θ̂∗s0 ≤ θ∗s ≤ θ̂∗s1 ,
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which holds for any s ∈ (0, ε). Then

θ̂∗s0

θ̂∗s
≤ θ∗s

θ̂∗s
≤
θ̂∗s1

θ̂∗s
. (4.9)

Recall that θ̂∗s0/θ̂
∗
s = (s0/s)

1
r and θ̂∗s1/θ̂

∗
s = (s1/s)

1
r . Repeating the arguments

given above we obtain

|s1 − s|
s

=
|R(θ̂∗s1 , û

∗
s1)|

s
≤ (2s)

r+1
r C2(Cθ̂

∗
1)

r+1

s
= 2

r+1
r C2(Cθ̂

∗
1)

r+1s
1
r ,

hence, |s1 − s|/s → 0 as s → +0. This implies that s1/s → 1 and therefore
θ̂∗s1/θ̂

∗
s = (s1/s)

1
r → 1 as s → +0. Analogously we get θ̂∗s0/θ̂

∗
s = (s0/s)

1
r → 1 as

s→ +0. Hence, (4.9) implies (4.5).

Theorem 4.1 means that the optimal times for the series and its homogeneous
approximation are equivalent in a neighborhood of the origin. This result partially
generalizes the approximation theorem for control systems [18, Theorem 7.17], see
(2.19). In that case, an approximation property holds also for optimal controls,
see (2.20). For one-dimensional series a direct generalization is impossible since
in typical situations an optimal control for the homogeneous approximation is not
unique, which is demonstrated by Example 4.1.

However, we can prove the following property.

Lemma 4.2. For any sequence sq → +0, let us consider a sequence of optimal
controls u∗sq(t) ∈ U∗

sq . Then there exists a subsequence sqk and a vector function
v(t) ∈ B1 such that

ˆ 1

0

∣∣∣u∗sqk i(tθ∗sqk )− vi(t)
∣∣∣ dt→ 0 as k → ∞, i = 1, . . . ,m, (4.10)

and, moreover, v(t/θ̂∗1) ∈ Û∗
1 .

Proof. Let us consider the sequence vq(t) = u∗sq(tθ
∗
sq) as a sequence in the Hilbert

space L2([0, 1];Rm). Since vq(t) belongs to the unit ball of the Hilbert space, it
has a weakly convergent subsequence vqk(t). Denote the weak limit by v(t); one
can show that v(t) ∈ B1. On the other hand, any ηI(1, u) is weakly continuous,
hence, Ŝ(1, vqk) → Ŝ(1, v) as k → ∞ [18].

We have sq = Ŝ(θ∗sq , u
∗
sq) +R(θ∗sq , u

∗
sq). However, Ŝ(θ∗sq , u

∗
sq)/(θ

∗
sq)

r = Ŝ(1, vq)

and |R(θ∗sq , u
∗
sq)|/(θ

∗
sq)

r ≤ C2C
r+1θ∗sq → 0 as sq → 0. Besides, sq/(θ∗sq)

r =

sq/(θ̂
∗
sq)

r · (θ̂∗sq/θ
∗
sq)

r → 1/(θ̂∗1)
r due to Lemma 4.1 and Theorem 4.1. Hence,

taking the limit for the both sides of the following equality

sqk
(θ∗sqk

)r
=
Ŝ(θ∗sqk

, u∗sqk
) +R(θ∗sqk

, u∗sqk
)

(θ∗sqk
)r



Homogeneous Approximation of One-Dimensional Series and Time Optimality 21

we get 1/(θ̂∗1)
r = Ŝ(1, v), which implies 1 = Ŝ(θ̂∗1, ṽ), where ṽ(t) = v(t/θ̂∗1),

t ∈ [0, θ̂∗1]. This means that ṽ(t) = v(t/θ̂∗1) ∈ Û∗
1 .

Since u∗sqk (tθ
∗
sqk

) and v(t) are time-optimal controls, they satisfy the equalities∑m
i=1 u

∗2
sqk i

(t) = 1 and
∑m

i=1 v
2
i (t) = 1 a.e. [18]. Therefore, they belong to the

boundary of the unit ball in the Hilbert space L2([0, 1];Rm). Hence, the weakly
convergence of u∗sqk (tθ

∗
sqk

) to v(t) implies the strong convergence, which in turn

implies (4.10) with v(t/θ̂∗1) ∈ Û∗
1 . We notice that this means that v(t) ∈ Û∗

s̄ for
s̄ = 1/(θ̂∗1)

r.

The proof of Lemma 4.2 shows that any weak partial limit of the sequence
u∗sq(tθ

∗
sq) tends to some optimal control v(t) of the problem (4.1). If the optimal

control is unique, then the sequence u∗sq(tθ
∗
sq) tends to this control. However, as

was mentioned above, typically an optimal control is not unique. However, we
can specify the result of Lemma 4.2 for one important case.

Theorem 4.2. Let us consider the time-optimal problems (4.4) and (4.1) for
the minimal realization of the series S and for its homogeneous approximation Ŝ
respectively. Suppose the problem (4.1) has a solution for s = 1 and, moreover,
the set of optimal controls Û∗

1 is finite. Then for any sequence sq → +0 and any
sequence of optimal controls u∗sq(t) ∈ U∗

sq there exists a sequence û∗sq(t) ∈ Û∗
sq such

that ˆ 1

0

∣∣∣u∗sqi(tθ∗sq)− û∗sqi(tθ̂
∗
sq)
∣∣∣ dt→ 0 as sq → +0, i = 1, . . . ,m. (4.11)

For sq → −0 the analogous result holds.

Proof. By our assumption, the set Û∗
1 contains a finite number of elements; denote

them by wj(t/θ̂
∗
1), t ∈ [0, θ∗1], j = 1, . . . , N . Then the set Û∗

s̄ ⊂ B1 for s̄ = 1/(θ̂∗1)
r

consists of the elements w1(t), . . . wN (t), t ∈ [0, 1].
Let us consider all controls as elements of the Hilbert space L2([0, 1];Rm);

denote by ∥·∥ the norm in this space, i.e., ∥u∥ = (
´ 1
0

∑m
i=1 u

2
i (t)dt)

1/2. Obviously,
there exists ε > 0 such that ∥wj − wk∥ > ε for any j ̸= k.

On the other hand, as was shown in the proof of Lemma 4.2, any weak partial
limit of the sequence u∗sq(tθ

∗
sq) is a strong partial limit and belongs to the set Û∗

s̄ ,
i.e., coincides with one of the controls w1(t), . . . wN (t). Therefore, there exists q0
such that for any q > q0 there exists a unique j = j(q) such that ∥u∗sq(tθ

∗
sq) −

wj(q)(t)∥ < ε/2. We notice that wj(q)(t/θ̂
∗
sq) ∈ Û∗

sq , therefore, we can use the
notation wj(q)(t/θ̂

∗
sq) = û∗sq(t), that is, wj(q)(t) = û∗sq(tθ̂

∗
sq). Thus, for any sq

(with q ≥ q0) we have chosen the unique control û∗sq(t) ∈ Û∗
sq . Obviously, for any

ε′ ∈ (0, ε/2) there exists q′0 ≥ q0 such that ∥u∗sq(tθ
∗
sq) − û∗sq(tθ̂

∗
sq)∥ < ε′ for any

q > q′0, which means that

∥u∗sq(tθ
∗
sq)− û∗sq(tθ̂

∗
sq)∥ → 0 as q → ∞. (4.12)

Finally, (4.12) obviously implies (4.11).
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Example 4.2. Let us again consider the system (4.3) but define the output as
y = h(x) = x1 + x2. The corresponding series S = η1 + η21 is not homogeneous.
Its homogeneous approximation is Ŝ = η1 and its minimal realization is one-
dimensional, namely, ẋ1 = u1, y = ĥ(x) = x1. If s > 0, then the optimal control
obviously equals û∗s(t) = (1, 0), t ∈ [0, θ̂∗s ], where θ̂∗s = s.

For the system (4.3), arguing similarly to Example 4.1 and applying the
transversality conditions we get two equations

α
ξ cos(ξT ) = 1, α

ξ sin(ξT ) +
T
2ξ −

1
4ξ2

sin(2ξT ) = s.

Hence, ξT equals the root of the equation F (z) = s, where F (z) = sin z
2 cos z +

z
2 cos2 z

.
The function F (z) strictly increases for z ∈ [0, π2 ), F (z) → +∞ as z → π

2 , and
F ′(0) = 1. Hence, the equation F (z) = s has a unique solution z̄(s) > 0 for any
s > 0 and z̄′(0) = 1. The optimal time equals θ∗s = T = z̄(s)/ cos(z̄(s)); using
L’Hôpital’s rule one can show that lims→+0

θ∗s
s = 1. This means that lims→+0

θ∗s
θ̂∗s

=

1, which illustrates Theorem 4.1. For the optimal control, we get u∗s(tθ∗s) =
(cos(z̄(s)t), sin(z̄(s)t)), t ∈ [0, 1]. Therefore,

´ 1
0

∣∣∣u∗s 1(tθ∗s)− û∗s 1(tθ̂
∗
s)
∣∣∣ dt = ´ 10 |cos(z̄(s)t)− 1| dt ≤ 1− cos(z̄(s)) → 0,´ 1

0

∣∣∣u∗s 2(tθ∗s)− û∗s 2(tθ̂
∗
s)
∣∣∣ dt = ´ 10 |sin(z̄(s)t)| dt ≤ sin(z̄(s)) → 0

as s→ +0 since z̄(s) → +0, which illustrates Theorem 4.2.
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Abstract. Currently, systems of neural ordinary differential equations (ODEs) have

become widespread for modeling various dynamic processes. However, in forecasting

tasks, priority remains with the classical neural network approach to building a model.

This is due to the fact that by choosing the neural network architecture, a more accurate

approximation of the trajectories of a dynamic system can be achieved. It is known that

the accuracy of the mentioned approximation significantly depends on the settings of the

neural network parameters and their initial values. In this regard, the main idea of the

article is that the initial values of the neural network parameters are taken to be equal

to the parameters of the neural ODE system obtained by modeling the same process,

which will then be simulated using a neural network. Subsequently, the singular ODE

system was used to adjust the parameters of the LSTM (Long Short Term Memory) neural

network. The results obtained were used to model the process of epilepsy.

Key words: time series, system of differential equations, compact region of attraction,

neural network.
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1. Introduction

Let
x0 = x(t0), x1 = x(t1), ..., xN = x(tN ) (1.1)

be a finite sequence (time series) of numerical values of some scalar dynamical
variable x(t) measured with the constant time step ∆t in the moments ti =
t0 + i∆t; xi = x(ti); i = 0, 1, ..., N (thus, ∆t = tN/N) [5, 6, 9, 11,12,16,21].

The choice of equations for a model that describes the dynamics of certain
processes is a difficult task. Experiments show that the most logical approach
to constructing models that describe the dynamics of the passage of electrical
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signals through certain objects is based on the use of well-known physical laws (for
example Ohm, Maxwell, Joule-Lenz, the law of conservation of energy), in which
the interaction between measured quantities is described with using quadratic
functions.

In addition, in rapidly oscillating processes there is a sharp change in the
sign of the derivative. It is this characteristic that most often determines chaotic
processes. Therefore, we believe that a sufficiently informative model of chaos can
be described by differential equations, on the right sides of which there are rational
functions with quadratic functions in the numerator and periodic functions that
take sufficiently small non-zero values in the denominator. Such ODE systems
are called singular [9].

In order to construct the mentioned system of differential equations using a
known time series (1.1), it is necessary to know its dimension. The last charac-
teristic (dimension n of the embedding space) and the optimal time delay τ (at
which time t must be shifted to obtain a new variable y(ti) = x(ti + τ)) can be
determined using recurrent qualitative analysis (RQA) methods [21]. (Note that
the number τ must be such that ti+τ ∈ {t0, t1, ..., tN}; i ∈ {0, ..., N−(n−1) ·τ}.)

Having parameters n and τ , we can assume that to model a process described
by time series (1.1), a certain system of differential equations has already built.
(In what follows, we will assume that a recurrent neural network (RNN), which
is a discrete analogue of the mentioned ODE system, was also constructed [4, 6,
11,16,21].)

Below we will focus on two areas of research, which can be formulated in the
following questions.

1. If a neural network models a certain dynamic process, then how to guaran-
tee the stability or boundedness of solutions of the system of differential equations
describing a continuous analog of the aforementioned neural network?

2. In the theory of bifurcations, the following result is well known: in any de-
terminate system, chaotic processes arise as a result of bifurcations of limit cycles
or homoclinic orbits [17, 18]. Therefore, how to design the architecture of neural
ODEs system so that the resulting architecture would generate a limit cycle? (It
is now known that most types of chaos in systems of differential equations begin
with bifurcations of limit cycles [3, 7, 8].)

The final sections of the article are devoted to the development of an algo-
rithm for determining the parameters of ODE systems for a known time series.
The essence of this algorithm is that it uses a special structure of neural ODEs
(antisymmetric neural ODEs), with which it is possible to generate a limit cy-
cle [6, 10, 13]. After this, by selecting weight coefficients, we obtain such bifurca-
tions of the indicated cycle that lead to the modeling of a real chaotic process.
Subsequently, the found weighting coefficients are used as initial data for adjusting
the parameters of the LSTM neural network [1].
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2. Mathematical preliminaries

By x = (x1, ..., xn)
T it denotes an arbitrary vector of real space Rn. Consider

the real system of ordinary autonomous differential equations
ẋ1(t) =

f1(x1(t), ..., xn(t))
1− ϑ · u1(x1(t), ..., xn(t))

,

. . . . . . . . . . . . . . . ,

ẋn(t) =
fn(x1(t), ..., xn(t))

1− ϑ · un(x1(t), ..., xn(t))

(2.1)

of order n with the vector of initial data xT (0) = (x10, ..., xn0). Here fi(x1, ..., xn),
ui(x1, ..., xn); i = 1, ..., n, are continuous functions of their arguments, and for
functions ui(x1, ..., xn) the condition

Ω = max
1≤i≤n

sup
∥x∥→∞

(|ui(x1, ..., xn)|) <∞

is satisfied. In addition, ϑ is a real parameter such that 0 ≤ |ϑ| < 1/Ω.

Definition 2.1. System (2.1) will be called singular.

Let A = (aij), B1, ..., Bn ∈ Rn×n be real matrices. In addition, let the matrices
B1 = (b

(1)
ij ), ..., Bn = (b

(n)
ij ) be symmetrical; i, j = 1, ..., n. Let us consider one

special case of system (2.1):

ẋ1(t) =

n∑
j=1

a1jxj(t) + xT (t)B1x(t)

1− ϑ · u1(x1(t), ..., xn(t))
,

. . . . . . . . . . . . . . . . ,

ẋn(t) =

n∑
j=1

anjxj(t) + xT (t)Bnx(t)

1− ϑ · un(x1, ..., xn(t))
.

(2.2)

Below we recall some of the results obtained in [7, 9].
Consider the system of ordinary autonomous quadratic differential equations

ẋ1(t) =
n∑

j=1

a1jxj(t) + xT (t)B1x(t),

. . . . . . . . . . . . . . . . ,

ẋn(t) =
n∑

j=1

anjxj(t) + xT (t)Bnx(t).

(2.3)

Assume that the region of attraction for the solutions of system (2.3) is a ball

B ≡ (x1 + γ1)
2 + ...+ (xn + γn)

2 −R2 ≤ 0
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of radius R with center at point (−γ1, ...,−γn)T .
Let also the elements of matrices B1, ..., Bn satisfy the following three groups

of restrictions:
C1
n one-term restrictions

b
(i)
ii x

3
i ≡ 0; i = 1, ..., n; (2.4)

2C2
n two-term restrictions

b
(i)
jj xix

2
j + b

(j)
ij xix

2
j ≡ 0; i ̸= j; i, j = 1, ..., n; (2.5)

C3
n three-term restrictions

b
(i)
jkxixjxk + b

(j)
ik xixjxk + b

(k)
ij xixjxk ≡ 0; i ̸= j ̸= k; i, j, k = 1, ..., n. (2.6)

As shown in [5], for small values of n system (2.3), taking into account restric-
tions (2.4), (2.5), and (2.6), has the following form:

n = 3
ẋ(t) = a11x+ · · ·+ a13z + b12xy + b13xz + b22y

2 + b23yz + b33z
2,

ẏ(t) = a21x+ · · ·+ a23z − b12x
2 − b22xy + c13xz + c23yz + c33z

2,
ż(t) = a31x+ · · ·+ a33z − b13x

2 − (b23 + c13)xy − b33xz − c23y
2 − c33yz;

(2.7)
n = 4

ẋ(t) = a11x+ · · ·+ a14u+ b12xy + b13xz + b14xu+ b22y
2

+b23yz + b24yu+ b33z
2 + b34zu+ b44u

2,
ẏ(t) = a21x+ · · ·+ a24u− b12x

2 − b22xy + c13xz + c14xu
+c23yz + c24yu+ c33z

2 + c34zu+ c44u
2,

ż(t) = a31x+ · · ·+ a34u− b13x
2 − (b23 + c13)xy − b33xz

+d14xu− c23y
2 − c33yz + d24yu+ d34zu+ d44u

2,
u̇(t) = a41x+ · · ·+ a44u− b14x

2 − (b24 + c14)xy − (b34 + d14)xz
−b44xu− c24y

2 − (c34 + d24)yz − c44yu− d34z
2 − d44zu.

(2.8)

Note that equations (2.7) – (2.8) are presented in this detailed form solely for
the convenience of users. In the case of arbitrary n, the system that satisfies the
conditions (2.4) – (2.6) looks like this:

ẋ(t) = (A+B(x)−BT (x)) · x. (2.9)

Here

B(x) =



0 b112x1 + b122x2 b113x1 + b123x2 + b133x3 ...
n∑

i=1
b1inxi

0 0 b213x1 + b223x2 + b233x3 ...
n∑

i=1
b2inxi

0 0 0 ...
n∑

i=1
b3inxi

...
...

...
. . .

...

0 0 0
. . .

n∑
i=1

bn−1
in xi

0 0 0 ... 0


,
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bkij ∈ R; i, j, k ∈ {1, ..., n}. (It is clear that xT · (B(x)−BT (x)) · x ≡ 0.)
The method for finding the radius R of sphere B and its center (−γ1, ..., −γn)T

is presented in [5].
Below we will use the following well-known result:

Theorem 2.1. (LaSalle’s Theorem [14]). Let H ⊂ Rn be a compact set that
is positively invariant with respect to (2.2). Let V : Rn → R be a continuously
differentiable function such that V̇ (x) ≤ 0 (or V̇ (x) ≥ 0) in H. Let E be the set
of all points in H where V̇ (x) = 0. Let M be the largest invariant set in E. Then
every solution starting in H approaches M as t→ +∞.

Let s1, ..., sn be unknown real constants. Let us construct from matrices A
and B1, ..., Bn of system (2.2) the following matrix:

F (s1, ..., sn) := (AT +A)/2 + s1B1 + ...+ snBn.

Introduce also the following function V : Rn → R:

V (x1, ..., xn) =
1

2

n∑
i=1

ˆ
(1− ϑ · ui(x1, ..., xn))(xi + si) dxi,

where ∀i (1−ϑ ·ui(x1, ..., xn)) > 0. (The indefinite integral symbol is used here.)
It is obvious that

V̇t =
1

2

n∑
i=1

(1− ϑ · ui(x1, ..., xn))(xi + si)ẋi

= xT (
1

2
(A+AT ) +

n∑
i=1

siBi)x+ L(x), (2.10)

(Here the derivative V̇t is defined by virtue of the equations (2.2); L(x) is a cubic
function of variables x1, ..., xn without quadratic terms.)

Let R be a positive constant. We define the set BR ⊂ Rn as follows:

BR := {(x1, ..., xn) ∈ Rn|V (x1, ..., xn)−R2 ≤ 0}. (2.11)

Introduce the following sets:

D− := {(x1, ..., xn) ∈ Rn|V̇t(x1, ..., xn) ≤ 0}, (2.12)

D+ := {(x1, ..., xn) ∈ Rn|V̇t(x1, ..., xn) ≥ 0}, (2.13)

and
L := {(x1, ..., xn) ∈ Rn|V̇t(x1, ..., xn) = 0}. (2.14)
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Theorem 2.2. Let’s assume that for system (2.2) the following conditions:
1) the matrices Bi satisfy the restriction xT (B(x)−BT (x))x ≡ 0;
2) there are real constants s∗1, ..., s

∗
n such that the matrix F (s∗1, ..., s

∗
n) is nega-

tive definite, are satisfied.
Then there exists the compact region of attraction H = D+ ̸= ∅ for trajectories

of system (2.2).

Proof. Condition 1) guarantees that the function V̇t(x1, ..., xn) contains only linear
and quadratic terms and does not contain cubic terms.

It remains only to clarify condition 2). So, let there exist numbers s∗1, ..., s∗n
such that the matrix F (s∗1, ..., s∗n) is negative definite.

Proof of condition 2) split into two parts.
2a) The function V (x1, ..., xn) for si = 0 positive definite and in this case

lim
∥x∥→∞

V (x1, ..., xn) = ∞. Thus, by virtue of the construction of the function

V (x1, ..., xn), the sets BR and L are compact. Therefore, we can choose R such
that BR ∩ D− ̸= ∅ and L ⊂ BR. Then, in the region BR ∩ D−, we can assert
that V (x1(t), ..., xn(t)) is a decreasing function of t. Since V (x1(t), ..., xn(t)) is
continuous on the compact set BR, it is bounded from below on BR. Therefore,
V (x1(t), ..., xn(t)) has a finite limit as t→ ∞. Then, according to Theorem (2.1),
we can assume that H = BR ∩D− and H is a the compact region of attraction for
trajectories of system (2.2).

2b) Now we choose the radius R so large that the set BR ∩ D+ = D+ ̸= ∅.
(Note that, by virtue of 2), the set D+ is compact. Therefore, we have L ⊂ BR.)
Then, in the domain BR ∩ D+ the function V (x1(t), ..., xn(t)) is an increasing
function of t. Since the function V (x1(t), ..., xn(t)) is continuous on the compact
set D+, it is bounded from above on D+ and has a finite limit as t→ ∞.

Thus, from items 2a) and 2b) it follows that, regardless of the starting point
xT (0) ∈ Rn, the trajectory V (x1(t)), ..., xn(t)) will be attracted to the boundary
V̇t(x1, ..., xn) = 0 (this is L) of the compact set D+. This means that there exists
an attractor belonging to the region D+. (An equilibrium point can act as such
attractor.)

2.1. Model design

This article is a continuation of work [9]. Therefore, the motives leading to
certain results are based on the assumptions introduced in article [9].

The main object of study in this work will be the electroencephalograms
(EEGs) of the brain of patients suffering from epilepsy. Now, we will consider
EEGs obtained for healthy and sick patients (see Fig.2.1). (The main features of
the processes Fig.2.1 are described in [20].)

Naturally, when modeling the real process of epilepsy, it is impossible to take
into account all these features. However, we will try to at least establish the trend
accompanying such processes.
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The latest considerations allow us to use system (2.2) for modeling the pro-
cesses represented on encephalograms, in which cos(...) is used as functions ui(...);
i = 1, ..., n. The final appearance of this system is as follows:

ẋ1(t) =

n∑
j=1

a1jxj(t) + xT (t)B1x(t)

1− ϑ · cos(x1(t))
,

. . . . . . . . . . . . . . . . ,

ẋn(t) =

n∑
j=1

anjxj(t) + xT (t)Bnx(t)

1− ϑ · cos(xn(t))
,

(2.15)

where ϑ is a real parameter such that 0 ≤ |ϑ| < 1/Ω = 1/1 = 1. (Note that
the simplest case of system (2.15), in which B1 = ... = Bn = 0 was investigated
in [9].)

In what follows, instead of the system (2.15), we will sometimes consider the
system 

ẋ1(t) =

a10 +

n∑
j=1

a1jxj(t) + xT (t)B1x(t)

1− ϑ · cos(x1(t))
,

. . . . . . . . . . . . . . . . ,

ẋn(t) =

an0 +

n∑
j=1

anjxj(t) + xT (t)Bnx(t)

1− ϑ · cos(xn(t))
,

(2.16)

where a10, ..., an0 ∈ R.
We assume that x1 = ϕ1, ..., xn = ϕn is a real solution to the system of

(a1) (a2)

Fig. 2.1. The electroencephalogram taken from a certain point in the cerebral cortex: (a1) a
healthy patient, (a2) a patient with an epileptic disease (see [20]).
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algebraic equations

a10 +
n∑

j=1

a1jxj + xTB1x = 0, ..., an0 +
n∑

j=1

anjxj + xTBnx = 0.

Let us introduce new variables y1, ..., yn into system (2.16) using the formulas:
x1 = y1 + ϕ1, ..., xn = yn + ϕn. Then we have

ẏ1(t) =

n∑
j=1

c1jyj(t) + yT (t)B1y(t)

1− ϑ · cos(y1(t) + ϕ1)
,

. . . . . . . . . . . . . . . . ,

ẏn(t) =

n∑
j=1

cnjyj(t) + yT (t)Bny(t)

1− ϑ · cos(yn(t) + ϕn)
,

(2.17)

where cij ∈ R; i, j = 1, ..., n. Then the statements of Theorems 2.1 and 2.2 can be
applied to system (2.17) (and therefore (2.16)).

3. Two-stage neural network modeling procedure

It is known that one of the most common methods for adjusting the weighting
coefficients of a neural network is the steepest descent method. This method is a
type of gradient descent, which means it descends the error surface, continuously
adjusting the weights towards the minimum. The error surface of a complex
network is highly rugged and consists of hills, valleys, folds and ravines in high-
dimensional space. A network may fall into a local minimum (shallow valley)
when there is a much deeper minimum nearby. At the local minimum point, all
directions lead upward, and the network is unable to escape from it. The main
difficulty in training neural networks is precisely the methods for exiting local
minima: each time you exit a local minimum, the next local minimum is again
searched until it is no longer possible to find a way out of it.

In this regard, the following two-stage modeling method suggests finding an
initial point in the space of weighting coefficients (parameters) at which the error
function would be as close as possible to the local minimum point. Subsequently,
the found point is used as a starting point for adjusting the parameters of some
recurrent neural network (the LSTM neural network) using the back propagation
method.

3.1. First stage

At this stage, we will try to solve the problem of parametric identification of
system (2.16).
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Let us write the equations of system (2.16) in the following form

ẋi(t) =
ai0 + ai1xi + · · ·+ ainxn + xTBix

1− ϑ · cos(xi)
= ϕi(x1, ..., xn); i = 1, ..., n. (3.1)

Now we rewrite the equations of system (3.1) as follows

ẋi(t) = ai0+ai1xi+ · · ·+ainxn+xTBix+ ẋiϑ ·cos(xi) = ψi(x1, ..., xn); i = 1, ..., n.
(3.2)

From the point of view of the theory of differential equations, systems (3.1)
and (3.2) describe the same dynamics. However, from the point of view of ap-
proximation theory (determining the coefficients ai0, ..., ain, Bi, ϑ from the known
values of the functions xi(t), i = 1, ..., n), these are different problems for systems
(3.1) and (3.2).

Indeed, in case of system ((3.1)) it is necessary to minimize by a10, ..., Bn, ϑ
the loss function

∑n
i=1|ẋi − ϕi(x1, ..., xn, a10, ..., Bn, ϑ)|, and in case of system

(3.2) it is necessary to minimize by a10, ..., Bn, ϑ the loss function
∑n

i=1|ẋi −
ψi(x1, ..., xn, a10, ..., Bn, ϑ)|, where the equations (3.1) are rational and the equa-
tions (3.2) are linear.

It is clear that in the case of system (3.2), the approximation problem will be
simpler than in the case of system (3.1). That is why we chose system (3.2) for
solving the approximation problem. (It should be remembered that the approxi-
mation results for system (3.2) may be worse than for system (3.1).)

In the study of dynamic processes, as a rule, only a few variables describing
the process are available for direct measurement. The remaining variables (the so-
called hidden variables) are inaccessible to observation. This raises the problem of
reconstructing these unobserved variables from known observable variables. The
first step towards solving this problem is to establish the minimum number of all
variables (measured and hidden) on which the dynamic process depends.

In article [9] it was shown that for time series obtained using EEG, the di-
mension of the embedding space is n = 5. This means that in addition to the
measured variable, it is also necessary to recover 4 hidden variables. Therefore, in
the following we will demonstrate the modeling procedure only for a 5D system.

In addition, we will assume that the non-diagonal elements of matrix A =
{aij}; i, j = 1, ..., n; i ̸= j, form an antisymmetric matrix, and the elements of
matrices B1, ..., Bn satisfy the condition xT (B(x) − BT (x))x ≡ 0 (see Theorem
2.2). (Transferring the algorithm to an arbitrary n is not difficult.)

3.2. Algorithm for quadratic model

In order for system (3.1) to be stable, we introduce into it the diffusion pa-
rameter µ > 0 [10, 13]. Then, we have

ẋ(t) = T · (a0 + (A− µI) · x+K(x) · x), (3.3)
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where x = (x1, ..., xn)
T ,

K(x) =


k11(x) b12x2 b13x3 · · · b1nxn
b21x1 k22(x) b23x3 · · · b2nxn

...
...

...
. . .

...
bn1x1 bn2x2 bn3x3 · · · knn(x)

 ,

kii(x) = −
n∑

j=1,j ̸=i

(bijxj); i = 1, ..., n.

This system is a complicated version of system

ẋ(t) = σ[T · ((W − µI)x(t) +Vu(t) + b)], (3.4)

where x is the hidden state, u is the input, and σ is the activation function.
(Thus, we can assume that system (3.3) is system (3.4) closed by nonlinear state
feedback u = K(x)x, where V is the identity matrix.)

In the case n = 5, system (3.3) takes the following form:



ẋ(t) =
a10 + (a11 − µ)x+ a12y + a13z + a14u+ a15v

1− ϑ · cos(x)

+
b22y

2 + b33z
2 + b44u

2 + b55v
2 − c11yx− d11zx− e11ux− f11vx

1− ϑ · cos(x)
,

ẏ(t) =
a20 − a12x+ (a22 − µ)y + a23z + a24u+ a25v

1− ϑ · cos(y)

+
c11x

2 + c33z
2 + c44u

2 + c55v
2 − b22xy − d22zy − e22uy − f22vy

1− ϑ · cos(y)
,

ż(t) =
a30 − a13x− a23y + (a33 − µ)z + a34u+ a35v

1− ϑ · cos(z)

+
d11x

2 + d22y
2 + d44u

2 + d55v
2 − b33xz − c33yz − e33uz − f33vz

1− ϑ · cos(z)
,

u̇(t) =
a40 − a14x− a24y − a34z + (a44 − µ)u+ a45v

1− ϑ · cos(u)

+
e11x

2 + e22y
2 + e33z

2 + e55v
2 − b44xu− c44yu− d44zu− f44vu

1− ϑ · cos(u)
,

v̇(t) =
a50 − a15x− a25y − a35z − a45u+ (a55 − µ)v

1− ϑ · cos(v)

+
f11x

2 + f22y
2 + f33z

2 + f44u
2 − b55xv − c55yv − d55zv − e55uv

1− ϑ · cos(v)
,

(3.5)
where the parameter ϑ(0 ≤ |ϑ| < 1) is assigned. (In total in system (3.5) we have
5 + 15 + 20 = 40 unknown parameters.)

To find the coefficients of system (3.5), the following algorithm is proposed.

1. Fix parameters ϑ and µ that exclude the appearance of singularities in the
iterative process. Let, for example, be ϑ = 0.95, ν = 0.1. Additionally, we
choose the diffusion parameter µ = 0.00.
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2. Based on the known time series x(t) = {x0, x1, ..., xN}, determine the di-
mension of the embedding space n and the delay time τ .

3. Based on the known n (here n = 5) and τ (here τ = 1) , construct five time
series

x(t) = (x0, x1, x2, ..., xL)
T ,y(t) = x(t+ τ) = (y0, y1, y2, ..., yL)

T

z(t) = x(t+2τ) = (z0, z1, z2, ..., zL)
T ,u(t) = x(t+3τ) = (u0, u1, u2, ..., uL)

T

v(t) = x(t+ 4τ) = (v0, v1, v2, ..., vL)
T

that are given on the same time interval TL ≤ t0 + (n− 1)τ ≤ T in equally
spaced L ≤ N nodes: 0,∆t, ..., k∆t, ...., L∆t = TL ≤ T . Thus, ∆t = TL/L.

4. Fix a learning selections

x0, x1, ..., xL; y0, y1, ..., yL; z0, z1, ..., zL;u0, u1, ..., uL; v0, v1, ..., vL,

where L ≥ 40.

5. Construct the columns of numerical derivatives Dx, Dy, Dz, Du, Dv, where

Dx =

 Dx1
...

DxL

 =
1

∆t

 x1 − x0
...

xL − xL−1

 ∈ RL,

..., Dv =

 Dv1
...

DvL

 =
1

∆t

 v1 − v0
...

vL − vL−1

 ∈ RL,

D =

 Dx
...
Dv

 ∈ R5L.

6. Calculate the disturbances introduced by the diffusion parameter

Rx =


x0

1− ϑ · cos(x0)
...

xL−1

1− ϑ · cos(xL−1)

 ∈ RL, ..., Rv =


v0

1− ϑ · cos(v0)
...

vL−1

1− ϑ · cos(vL−1)

 ∈ RL,

R =

 Rx
...
Rv

 ∈ R5L.
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7. Introduce the designations:

0 = (0, ..., 0)T ,1 = (1, ..., 1)T ∈ RL, EL ∈ RL×L is the identity matrix,

x = (x0, ..., xL−1)
T ∈ RL, ...,v = (v0, ..., vL−1)

T ∈ RL;

x⊙ x = (x20, ..., x
2
L−1)

T ,y ⊙ y = (y20, ..., y
2
L−1)

T , ...,

u⊙ u = (u20, ..., u
2
L−1)

T ,v ⊙ v = (v20, ..., v
2
L−1)

T ,

x⊙ y = (x0y0, ..., xL−1yL−1)
T , ...,x⊙ v = (x0v0, ..., xL−1vL−1)

T , ...

v ⊙ x = (v0x0, ..., vL−1xL−1)
T , ...,v ⊙ u = (v0u0, ..., vL−1uL−1)

T ;

cos(x) = diag(cos(x0), ..., cos(xL−1)),

..., cos(v) = diag(cos(v0), ..., cos(vL−1)),

T1 = diag(EL − ϑ · cos(x))−1, ..., T5 = diag(EL − ϑ · cos(v))−1 ∈ RL×L,

T =

 T1 . . . 0
...

. . .
...

0 . . . T5

 ∈ R5L×5L.

J1 =


1 x y z u v
0 0 −x 0 0 0
0 0 0 −x 0 0
0 0 0 0 −x 0
0 0 0 0 0 −x

 ∈ R5L×6,

J2 =


0 0 0 0 0
1 y z u v
0 0 −y 0 0
0 0 0 −y 0
0 0 0 0 −y

 ∈ R5L×5,

J3 =


0 0 0 0
0 0 0 0
1 z u v
0 0 −z 0
0 0 0 −z

 ∈ R5L×4,

J4 =


0 0 0
0 0 0
0 0 0
1 u v
0 0 −u

 ∈ R5L×3, J5 =


0 0
0 0
0 0
0 0
1 v

 ∈ R5L×2,
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J6 =


y ⊙ y z⊙ z u⊙ u v ⊙ v
−x⊙ y 0 0 0

0 −x⊙ z 0 0
0 0 −x⊙ u 0
0 0 0 −x⊙ v

 ∈ R5L×4.

J7 =


−y ⊙ x 0 0 0
x⊙ x z⊙ z u⊙ u v ⊙ v
0 −y ⊙ z 0 0
0 0 −y ⊙ u 0
0 0 0 −y ⊙ v

 ∈ R5L×4.

J8 =


−z⊙ x 0 0 0

0 −z⊙ y 0 0
x⊙ x y ⊙ y u⊙ u v ⊙ v
0 0 −z⊙ u 0
0 0 0 −z⊙ v

 ∈ R5L×4.

J9 =


−u⊙ x 0 0 0

0 −u⊙ y 0 0
0 0 −u⊙ z 0

x⊙ x y ⊙ y z⊙ z v ⊙ v
0 0 0 −u⊙ v

 ∈ R5L×4.

J10 =


−v ⊙ x 0 0 0

0 −v ⊙ y 0 0
0 0 −v ⊙ z 0
0 0 0 −v ⊙ u

x⊙ x y ⊙ y z⊙ z u⊙ u

 ∈ R5L×4.

8. Construct Jacobi matrix:

H = T · (J1, J6, J2, J7, J3, J8, J4, J9, J5, J10) ∈ R5L×40.

9. Using the least squares method (see [12]), compute the vector: :

P := (HT ·H+ νI)−1 ·HT · (D+ µR) =

(a10, a11, a12, a13, a14, a15, b22, b33, b44, b55, a20, a22, a23, a24, a25,

c11, c33, c44, c55, a30, a33, a34, a35, d11, d22, d44, d55,

a40, a44, a45, e11, e22, e33, e55, a50, a55, f11, f22, f33, f44)
T ∈ R40.

(Here I ∈ R40×40 is the identity matrix.)
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10. Solve system (3.5) the weight coefficients of which are the coordinates of
vector P. If the solution of system (3.5) is unstable, then increase the
parameter µ (for example, µ = 0.01) and go to step 9, and repeat the
algorithm. (After a few iterations, the solution to system (3.5) will become
bounded.)

If the use of diffusion parameter µ is undesirable (µ = 0), then in system
(3.5) should be assigned a10 = ... = a50 = a11 = ... = a55 = 0. In this case,
the vector P ∈ R30 and for any of its coordinates the system (3.5) has a
bounded solution. (In step 9 of the algorithm, we have P ∈ R30 and µ = 0.)

3.3. Algorithm for linear model

In this case, items 1 – 6 are the same as in the quadratic model.
In item 7 matrices J6, J7, J8, J9, J10 are not calculated.
Items 8, 9, and 10 are rewritten as follows:
8. Construct Jacobi matrix:

H = T · (J1, J2, J3, J4, J5) ∈ R5L×20.

9. Compute the vector:

P := (HT ·H+ νI)−1 ·HT · (D+ µR) =

(a10, a11, a12, a13, a14, a15, a20, a22, a23, a24, a25, a30, a33, a34, a35,

a40, a44, a45, a50, a55)
T ∈ R20.

(Here I ∈ R20×20 is the identity matrix.)
10. Solve system (3.5) the weight coefficients of which are the coordinates

of vector P and all twenty coefficients b22, ..., e55 at nonlinear terms are equal to
zero. In the future, the actions of item 10 of the quadratic model algorithm are
repeated. (If µ = 0, then in the linear model we should put a10 = ... = a50 =
a11 = ... = a55 = 0 and P ∈ R10. In addition, in the Jacobian matrix H block
J5 is absent and each of blocks J1 − J4 has 2 columns less. In this case, we have
H ∈ R5L×10.)

The final step is to estimate the parameters of vector P, which will be used for
further calculations or predictions based on the input time series. This algorithm
allows you to adjust model parameters based on input data and improve their
suitability for analysis or prediction.

3.4. Second stage: using the LSTM method

The function σ(x) (hyperbolic tangent) satisfies the inequality ∀x ∈ R 0 ≤
|σ(x)| < 1. Therefore, from the boundedness of solutions of system (3.3) with
initial conditions x0 it follows the boundedness of solutions of system (3.4) with
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initial conditions σ(x0) [14]. Consequently, the weight matrices of system (3.3)
can be taken as the initial weight matrices W and V for system (3.4).

In order to use the LSTM method it is necessary to insert under the sign σ
in the system (3.4) equations (3.5) with known coefficients a10, ..., f44 (for the
quadratic model) or a10, ..., a55 (for the linear model) as initial data.

On the basis of the parameter vector P, the antisymmetric matrix W and
the rectangular matrix V are formed. They represent the connections between
the input and hidden layers of neurons and are key components of the LSTM
structure.

The obtained matrices W and V are transformed into weight matrices of the
LSTM model (input weight) taking into account the architectural features of the
LSTM and their dimensions. On the basis of the weight matrices, the architecture
of the LSTM neural network is created in Matlab, including the definition of the
number of layers, the number of neurons in each layer, activation functions and
other parameters that determine the behavior of the network.

We have

W =


a11 a12 a13 a14 a15
−a12 a22 a23 a24 a25
−a13 −a23 a33 a34 a35
−a14 −a24 −a34 a44 a45
−a15 −a25 −a35 −a45 a55

 ∈ R5×5,b =


a10
a20
a30
a40
a50

 ∈ R5

u = (x2, y2, z2, u2, v2, xy, xz, xu, xv, yz, yu, yv, zu, zv, uv)T ∈ R15

V =


0 b22 b33 b44 b55
c11 0 c33 c44 c55
d11 d22 0 d44 d55
e11 e22 e33 0 e55
f11 f22 f33 f44 0

∣∣∣∣∣∣∣∣∣∣
→

∣∣∣∣∣∣∣∣∣∣
−c11 −d11 −e11 −f11 0 0 0 0 0 0
−b22 0 0 0 −d22 −e22 −f22 0 0 0
0 −b33 0 0 −c33 0 0 −e33 −f33 0
0 0 −b44 0 0 −c44 0 −d44 0 −f44
0 0 0 −b55 0 0 −c55 0 −d55 −e55

∈R5×15.

(For linear model V = 0!)
After initializing the weight matrices and building the LSTM network, you

can start training the network on the input data or use it for various tasks such
as time series prediction or data analysis.

Further, in this study, an algorithm for determining and forming weighting
coefficients, as well as a neural network for achieving forecasting goals, was de-
veloped and implemented. The development was carried out in the MATLAB
2020a environment. Below is a block diagram (see Fig.3.1), which shows the
main process of the developed algorithm and neural network.
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Fig. 3.1. Block diagram of the general EEG data processing algorithm (see ( [15])

In particular, attention was focused on the development of a neural network
using the Long Short Time Memory (LSTM) layer. LSTM is a powerful tool for
processing serial data, and it shows the most accurate forecasting results after
proper training of input parameters because it has the ability to consider and
analyze long-term dependencies in serial data. The LSTM layer is able to store
and use information from previous time steps, allowing the neural network to
effectively model and predict complex sequences.

LSTMs are a type of recurrent neural networks (RNNs) designed to model
sequential data. This architecture was specifically designed to solve the gradient
vanishing problem that often occurs in conventional RNNs. The main character-
istics of LSTMs are the ability to store and use information from previous time
steps, supervised forgetting, and the assignment of weights to control the flow of
information.

LSTM consists of the following main components:

1. Cell state (Cell State) is the main memory of LSTM. It allows a neural net-
work to store and transfer information over many time steps. This memory
is controlled by interface weights that determine which information should
be forgotten or retained.

2. Input layer (Input Gate) - this input decides what information should be
updated in the cellular state. It is activated by a weighted multiplication of
the input data and the previous state.

3. Output layer (Output Gate) - determines what information should be out-
put from the cellular state. It is also governed by weighting factors and the
internal state of the model.

4. Forgetting layer (Forget Gate) - allows LSTM to decide what information
should be forgotten from the cell state based on the current input data and
the previous state.

5. Internal weights (Internal Weights) - internal weight coefficients that allow
the model to interact and calculate the new state of the cell based on the
input data and the previous state.
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Fig. 3.2. Block diagram of the LSTM layer (see [1, 2])

The main idea behind LSTM is that it can effectively handle and model long-
term dependencies in sequential data due to its ability to control the flow of
internal cell information. This architecture has found wide application in areas
where it is important to model complex sequences, such as language analysis,
machine learning, and many other areas (see Fig.3.2).

4. Real applications and numerical analysis of the obtained
results

The above algorithm generally describes the steps involved in processing an
input time series and is designed to help researchers and practitioners analyze
and model complex systems using time series data. In particular, the algorithm
provides step-by-step instructions for finding coefficients in a special system, and
the system itself is a set of differential equations that can be used to model a wide
range of physical, biological, and social phenomena.

Solving the corresponding systems allows you to find the values of unknown
parameters that accurately describe the dynamics of the modeled system. Once
the coefficients are found, they can be used to predict the behavior of the system
over time. For example, the coefficients found in our study can be set by the
input weights of the neural network for predicting EEG behavior. Similarly, if
the system is a model of a biological process such as the spread of a disease,
unraveling the system can help predict the future number of infected individuals
given the current state of the population. In general, solving a system allows
you to gain insight into the underlying dynamics of complex systems and make
predictions about their behavior, which can be useful in many industries.

The initial stages of the described algorithm determine significantly influential
parameters of the system state, such as singularities, errors, nesting dimensions,
and delays. Based on the known time series x0, x1, ..., xN , the dimension of the
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embedding space and the delay time are determined. This can be done using
the delay method, which involves constructing a set of time-delayed copies of the
original time series and using them to reconstruct the underlying attractor that
defines any chaotic system [17,18].

In general, in the work,a user interface was implemented usingMATLAB2020a
tools, which provides a functional opportunity to process the input time step
with three algorithms of a similar nature (as described above), but with different
system parameters and, accordingly, their essential structured difference. Below is
a comparative result of the work of each algorithm, which ended with the original
parameter matrix and the solution of the simulated system.

4.1. Modeling epilepsy based on EEG data

Consider the implementation of the above algorithm on real data, taking into
account the primary processing of the signal from the encephalograph cap by the
primary noise filter [19]. For this, software tools were used for automatic data
initialization in the system of multiple space, which means a time series is formed
from each electrode of the EEG cap. The input series is divided into a series
of trajectories with a predetermined displacement (τ = 10), which was indicated
above (Fig.4.1,4.2).

Fig. 4.1. EEG time series of a sick patient with shift τ = 10

We will present the reconstruction (Fig.4.3,4.4) of both sequences and run the
algorithm for their processing to obtain the parameters of the system that models
the specified sequences with the defined control of the process of propagation of
trajectories.

The methodology, which is developed on the basis of MATLAB2020a tools,
was tested on two patients with pre-processing of the data to determine the
weights of the neural network through the EEG behavior modeling algorithm
and the singularities that were added to this process. Note that the developed
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Fig. 4.2. EEG time series of a healthy patient with shift τ = 10

Fig. 4.3. Phase space of a sick patient
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Fig. 4.4. Phase space of a healthy patient

algorithms have a characteristic difference in the presence of quadratic elements
and the diffusion parameter. Therefore, three different cases were analyzed: a
quadratic algorithm, a quadratic algorithm with a diffusion parameter, and a
linear algorithm.

A neural network with defined weights is evaluated using the mean square
error (MSE) method. The results of forecasting in relation to real data and
the forecast of unknown values for the future 30 steps are displayed graphically
(Fig.4.5 -4.7). This allows us to evaluate the effectiveness and accuracy of the
model in forecasting based on the training data provided for training the LSTM
neural network.

Fig. 4.5. The weight matrix of the quadratic algorithm with the diffusion parameter (µ = 0, µ =

0.035) of a sick patient with the result of data modeling; MSE = 0.0041193
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Fig. 4.6. The weight matrix of the quadratic algorithm of the sick patient with the result of
data modeling; MSE = 0.00511702

Fig. 4.7. The weight matrix of the patient-to-patient linear algorithm with the result of data
modeling; MSE = 0.0030853
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We note the appearance of nonlinear effects in modeling by the quadratic
algorithm with diffusion, which provides the possibility of further adjustment of
the system to obtain a more similar solution. At the same time, we note the
effective operation of the linear algorithm, which repeats the input trajectory,
but with falling into a periodic process, which distinguishes the simulation result
from the real scenario. According to the values of neural network training errors,
we observe the smallest deviations precisely in the linear algorithm, and the worst
is the quadratic algorithm without the diffusion parameter.

Let’s try to repeat these actions based on the data of a healthy patient (Fig.4.8
- 4.10).

Fig. 4.8. The weight matrix of the quadratic algorithm with the diffusion parameter (µ = 0, µ =

0.035) for a healthy patient with the result of data modeling; MSE = 0.017608

Fig. 4.9. The weight matrix of the quadratic algorithm for a healthy patient with the result of
data modeling; MSE = 0.017553

These results demonstrate a significant difference in simulation results com-
pared to sick patients, with an order of magnitude higher error. Such results
demonstrate differences in input amplitudes and embedding dimensions that di-
rectly affect the training outcome and allow classification of healthy patients with
more chaotic behavior of brain signals.

The next step is to present the results of the neural network and compare the
prediction results.

In all the following figures, the blue line is the line obtained from the results of
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Fig. 4.10. The weight matrix of the linear algorithm for a healthy patient with the result of
data modeling; MSE = 0.018206

EEG measurements, the red line is obtained as a result of adjusting the weighting
coefficients of the neural network model, and the yellow line is the prediction line.

Fig. 4.11. The result of LSTM prediction of a patient’s neural network with weighting coefficients
of the quadratic algorithm and a diffusion parameter

Fig. 4.12. The result of LSTM prediction of a patient’s neural network with weighting coefficients
of the quadratic algorithm

These results allow us to draw conclusions about the sufficiently effective result
of neural network training using pre-processing algorithms and to determine a
more optimal approach to the classification of EEG data. However, further use of
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Fig. 4.13. The result of LSTM prediction of the patient’s neural network with the weighting
coefficients of the linear algorithm

Fig. 4.14. Prediction result of LSTM neural network of a healthy patient with quadratic algo-
rithm weights and diffusion parameter

Fig. 4.15. LSTM neural network prediction result for a healthy patient with quadratic algorithm
weights

the neural network to predict future values is possible for very short time intervals
(about 10 steps), after which either a steady-state mode of the system is observed
(in other words, there is no signal), or a mode of constant monotonicity, which
excludes the occurrence of further chaos (see Fig.4.11 - 4.16).
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Fig. 4.16. LSTM neural network prediction result for a healthy patient with linear algorithm
weights
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Abstract. Neural ordinary differential equations (NODE) are ordinary differential equa-

tions whose right-hand side is determined by a neural network. Hyper NODE (hNODE)

is a special type of neural network architecture, which is aimed at creating such NODE

system that regulates its own parameters based on known input data. The article uses

a new approach to the study of one-dimensional time series, the basis of which is the

hNODE system. This system takes into account the relationship between the input data

and its latent representation in the network and uses an explicit parametrization when

controlling the latent flow. The proposed model is tested on artificial time series of data.

The influence of some activation functions (besides sigmoid and hyperbolic tangent) on

the quality of the forecast is also considered.

Key words: hypernetwork, neural ODE, time series analysis, power activation function.
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1. Introduction

Constructing and fitting models that can reliably predict time series data has
been a subject of thorough research for many decades. The problem of time series
forecasting is important in many fields, from economics and finance to meteorology
and biology. The future time series values predicted by a model can be used for
increasing the planning horizon or decreasing the incident response time, both of
which can be invaluable for business and research.

There are two broad approaches to constructing a model — stochastic and de-
terministic [2]. The stochastic approach aims to identify the underlying statistical
patterns in the time series data and use them to estimate its future values. The
main downside of this approach is that it requires the researchers to make a pri-
ori assumptions about the statistical distribution of the data. The deterministic
approach aims to create a model that doesn’t contain random variables in its defi-
nition. Deterministic models come in many forms, but the most popular one is an
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artificial neural network (ANN). ANNs are universal function approximators that
can be used to detect complex patterns in the data and perform either pattern
recognition [1], time series forecasting [14], sequence transformation [15], new data
generation [5], or other tasks. Even though the ANNs are data-driven and self-
adaptive, the researchers are still required to select the proper architecture and
size for the model to achieve optimal performance. Pattern recognition capabili-
ties of ANNs were substantially improved by introduction of Convolutional neu-
ral networks [12], accurate time series forecasting as well as sequence-to-sequence
conversion can be achieved by recurrent, long-short term memory, time-lagged,
or seasonal neural networks [9], etc.

In this article, the neural ODE (NODE) architecture is of particular interest.
NODE is a new family of residual neural network models that, instead of specifying
a discrete sequence of hidden layers, parametrizes the derivative of the hidden
state using a neural network [8]. The original paper proposes the NODE as an
alternative to the residual neural networks that perform a series of composable
transformations to their hidden state:

ht+1 = ht + f(ht,Θ), (1.1)

where t ∈ [0..T ] and h ∈ RD. By viewing the equation (1.1) as an Euler discretiza-
tion of a continuous transformation, the authors transition from the discrete to a
continuous representation of the original sequence:

dh(t)

dt
= f(h, t,Θ). (1.2)

Thus, a residual neural network of infinite depth is achieved, the forward pass of
which is calculated as follows:

F (x0, T ) = x0 +

ˆ T

0
f(x,Θ, t) dt, (1.3)

where x0 is the initial point and Θ is a set of parameters.
This approach, however, is not limited to residual networks. The efficient way

of backpropagating the errors via reverse-mode automatic differentiation devel-
oped by the authors of this model allows construction and training of any kind of
neural network that contains a NODE as its component.

One of the disadvantages of the base NODE model is that it is only able to
learn one continuous flow F . In other words, the set of parameters Θ is static
and cannot react to the new inputs or change with time. This is fairly limit-
ing, especially when building models for time series data that can change their
qualitative characteristics over time. Another disadvantage is that the behavior
of model (1.3) is largely determined by the dimensionality of the space of inputs
because the model structure limits F to only be a homeomorphism of the input
space onto itself which is very limiting in the context of univariate time series
analysis.
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To address these issues and expand the capabilities of NODE-based models,
different approaches were proposed. Neural ODE Process [11] model aims to
achieve the data-dependence of Θ by adopting a stochastic approach and main-
taining an adaptive data-dependent distribution over the underlying ODE. The
core idea of this approach is to transition to the latent representation of the
modeled data using an encoder network, obtain the set of parameters from the
provided context, evolve the initial point in the latent space, and finally decode
each point in the resulting trajectory back to the input space using a decoder.

The neurally-controlled ODE [6] (N-CODE) model adopts a deterministic ap-
proach by introducing a coupled system for determining the set of parameters at
each point in time during integration. It effectively merges the input data with the
inferred set of parameters into a single system and evolves it, greatly increasing
the dimensionality and expressiveness of the hidden representation of the data.

Both Neural ODE Process and N-CODE approaches are examples of hyper-
networks because they infer their set of parameters at runtime based on the input
data. However, the Neural ODE Process’ way of representing the parameters and
the input data is more flexible because they are not being coupled into a single
space. This provides the designers of the model with the freedom to both define
the dimensionality of the latent space to increase the range of possible behaviors
of the model and constrain the values of the parameters to reduce the possibility
of unwanted behaviors arising in the system.

The proposed hNODE model is effectively a simplified and deterministic Neu-
ral ODE Process with N-CODE-inspired approach to control.

2. hNODE definition

Consider a series of pairs of real values X = {(t0, x0), (t1, x1), . . . , (tn, xn)},
ti+1 − ti = ∆t, Xi = (ti, xi) that represent the univariate time series data aug-
mented with timestamps at which the data was recorded. The goal of time series
analysis is to extract meaningful information from X and enable forecasting of its
future values. To accomplish this, a model F that maps the set X onto itself is
to be constructed:

X∗ = F (X,Θ). (2.1)

The model F , governed by the set of parameters Θ, must interpret the se-
quence X and infer the future values X∗. But if the underlying process that
produces the data changes, the model F becomes useless because it is unable to
adapt its parameters to continue producing reliable outputs. Consider a simple
linear model:

F (x,A, b) = Ax+ b, (2.2)

which takes a number of observations from X and produces a prediction X∗. The
parameters of the model are static and are optimized to fit the training data.
Control functions A′(x) and b′(x) with parameters θA and θb, can be introduced
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to adjust the parameters depending on the input data:

F ∗(x,A, b, θA, θb) = (A+A′(x))x+ (b+ b′(x)) = A(x)x+ B(x). (2.3)

The expressions A and B are matrix and vector functions respectively that rep-
resent the rules for inferring parameter values for equation (2.2) based on the
input values and the set of hyperparameters that define behaviors of functions
A′(x) and b′(x). If we combine the hyperparameters into a set Θ = {θA, θb}, and
denote H(X,Θ) as a map from the Cartesian product of the set of hyperparame-
ters Θ and the input values X into the set Θ∗ = {A∗, b∗} of adjusted parameters
for (2.2), the equation (2.3) becomes

F ∗(x,A, b,Θ) = F (x,H(x,Θ)) (2.4)

If instead of the equation (2.2) one were to use the model (1.3), the dimensionality
of the inputs X might become a problem so to increase or decrease it, one may
use an extra pair of vector functions — an encoder-decoder couple:

Y = E(X, θE)
X = D(Y, θD).

(2.5)

Definition 2.1. A model E that disentangles the input data and maps the time
series data into the latent space is called an encoder. A model D that interprets
the points in the latent space and maps them back onto the time series data space
called a decoder. A pair of models E and D such that X ≡ D ◦ E(X) is called an
encoder-decoder couple.

So the model (2.4) becomes

F ∗(x,A, b,Θ) = D ◦ F (E(x,Θ),H(x,Θ)). (2.6)

Finally, the hNODE model is defined as (2.6) where function F is the NODE
model (1.3):

hNODE (X,Θ) = D ◦G(E(X,Θ),H(X,Θ)), (2.7)

where E : X × Θ → L is an encoder that maps the time series data X into the
latent space L, D : L → X is a decoder that interprets the points from L and
maps them into X, G : L×Θ∗ → L is a system of ordinary differential equations
that evolves the state in the latent space, H : X × Θ → Θ∗ is a function that
produces control rule for G. A visual representation of model (2.7) is provided on
Fig. 2.1

3. Activation functions in neural network modeling of time series

It is known that in neural network modeling three types of activation functions
are most often used: sigmoid, hyperbolic tangent and rectified linear unit (ReLU).
The increased attention to these functions is explained by a number of reasons,
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Fig. 2.1. Top-level representation of the model for predicting univariate time series data.

the main one being the stability that they provide to the neural network models.
In this regard, in modeling problems it seems interesting to use other activation
functions. Naturally, one of the requirements for such functions must be the
stability of the resulting neural network models. Further, from the point of view
of stability, we will consider power-law activation functions.

Definition 3.1. [4] A set of real functions F ⊂ C(X) is called separating points
of the set X ⊂ Rn if for any different x1,x2 ∈ X (x1 ̸= x2), there exists a function
f ∈ F such that f(x1) ̸= f(x2).

Let f(w) ∈ F be the function of one real variable w such that f(0) = 0 and

either conditions for f(w) :
{

if w < 0 then f(w) = −ψ(−w) < 0,
if w > 0 then f(w) = ϕ(w) > 0

(3.1)

or conditions for f(w) :
{

if w < 0 then f(w) = ψ(−w) > 0,
if w > 0 then f(w) = ϕ(w) > 0

(3.2)

are fulfilled. (Here ϕ(w), ψ(w) are differentiable functions of one variable w.)

Definition 3.2. [4] Representation (3.1), ((3.2)) is called an odd (even) activa-
tion function.

For example, the ReLU-like function can be represented in the form:

f(w) = ln
a · exp(b · w)

1 + (a− 1) · exp(c · w)
; a > 1, b ≥ c > 0.
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Consider the following system
ẋ1(t) = f1(a11x1 + . . .+ a1nxn + b1)
ẋ2(t) = f2(a21x1 + . . .+ a2nxn + b2)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ẋn(t) = fn(an1x1 + . . .+ annxn + bn),

(3.3)

where aij , bi are known real constants; i, j = 1 . . . n.
Along with system (3.3), we will also consider the system

ẋ1(t) = a11f1(x1) + . . .+ a1nfn(xn)
ẋ2(t) = a21f1(x1) + . . .+ a2nfn(xn)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ẋn(t) = an1f1(x1) + . . .+ annfn(xn).

(3.4)

Note that if detA ̸= 0, then with the help of the change of variables x → Ax+b
it is always possible to pass from system (3.3) to system (3.4) and vice versa;
A ∈ Rn×n, b ∈ Rn. Therefore, in what follows, we restrict ourselves to the study
of system (3.4).

We introduce the notation

f(x) = (f1(x1), . . . , fn(xn))
T . (3.5)

Taking into account (3.5), we introduce the following function

V (x1, . . . , xn) =

ˆ
f1(s1) ds1 + . . .+

ˆ
fn(sn) dsn,

where the integral is understood in the sense of an indefinite integral.
The integral of the function f(x) is defined by formulas:

1. If fi(si) is even then

ˆ
fi(si) dsi =


ˆ xi

0
ϕi(si) dsi, if xi ≥ 0ˆ 0

xi

ψi(si) dsi, if xi < 0
.

2. If fi(si) is odd then

ˆ
fi(si) dsi =


ˆ xi

0
ϕi(si) dsi, if xi ≥ 0

−
ˆ 0

xi

ψi(si) dsi, if xi < 0
.

Theorem 3.1. [3] Assume that in system (3.3) the matrix A = {aij} is anti-
symmetric and invertible: AT + A = 0 and det(A) ̸= 0. Let all components of
the vector function f(x) be odd activation functions. Then any solution x(t,x0)
of system (3.3) is bounded and is either periodic or chaotic.
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Proof. It is known [4] that the integral of the odd activation function fi(xi), i =
1, . . . , n, is the even activation function. Therefore, we have V (x1, . . . , xn) ≥ 0.

Compute the total derivative with respect to t of the function V (x1, . . . , xn):

V̇t(x1, . . . , xn) = 0.5

[
ẋ1(t)

∂V (x1,...,xn)
∂x1

+ · · ·+ ẋn(t)
∂V (x1,...,xn)

∂xn

]

+0.5

[
∂V (x1,...,xn)

∂x1
ẋ1(t) + · · ·+ ∂V (x1,...,xn)

∂xn
ẋ1(t)

]
= 0.5fT (x)(AT +A)f(x) = 0.

(3.6)

Further, by virtue of inequalities (3.1), (3.2) and the fact that V (x1, . . . , xn) ≥
0, we have

lim
xi→∞

ˆ xi

−xi

fi(si) dsi = lim
xi→∞

ˆ 0

−xi

fi(si)dsi + lim
xi→∞

ˆ xi

0
fi(si) dsi ≥ 0; i = 1, . . . , n.

This means that lim∥x∥→∞ V (x1, . . . , xn) ≥ 0. In addition, from (3.6) it follows
that for a sufficiently large value ∥x0∥, we have V (x1(t), . . . , xn(t)) = const =
V (x10, . . . , xn0) = V (x0) > 0. This implies that the set S = {V (x1(t), . . . ,
xn(t)) − V (x10, . . . , xn0) = 0} is compact. Therefore, any trajectory x(t,x0)
of system (3.3) (or (3.4)) is bounded and is either periodic (if n ≥ 2) or chaotic
(if n ≥ 3).

Theorem 3.2. [3] Assume that in system (3.3) the matrix A+AT is non-negative
definite. Let also all components of the vector function f(x) be odd activation
functions. Then any solution x(t,x0) of system (3.3) is stable.

Proof. It’s clear that V (0, . . . , 0) = 0. Then, under the conditions of Theorem 3.2,
equality (3.6) must be replaced by inequality V̇t(x1, . . . , xn) ≤ 0. Now it remains
to apply Lyapunov’s theorem [2] on the stability of solutions of a system of ordi-
nary differential equations to system (3.4).

3.1. Generalization of the concept of power activation function

Introduce the following power functions [4]:

g(u) =

{
−(−u)β if(u < 0 and β > 0); 0 if(u < 0 and β = 0)
uα if(u ≥ 0 and α > 0); 0 if(u ≥ 0 and α = 0)

(3.7)

or

g(u) =

{
(−u)β if(u < 0 and β > 0); 0 if(u < 0 and β = 0)
uα if(u ≥ 0 and α > 0); 0 if(u ≥ 0 and α = 0).

(3.8)

It is clear that representation (3.7) ((3.8)) is an odd (even) activation function.
Formulas (3.7) and (3.8), which introduce power activation functions, have

two drawbacks:
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1. If 0 < α ≤ 1 or 0 < β ≤ 1, then the functions (3.7) and (3.8) are non-
differentiable;

2. Functions (3.7) and (3.8) do not take into account the shift of the argument.

In this connection, we introduce the following function (see Fig.3.1):

w(u, α, β, b, c) = piecewise
[
u+

b

c
< −c

1
β−1 ,−β − 1

β
c

β
β−1 − 1

β

(
−
(
u+

b

c

))β
,

u+
b

c
≤ c

1
α−1 , c ·

(
u+

b

c

)
,
α− 1

α
c

α
α−1 +

1

α

(
u+

b

c

)α]
. (3.9)

Here α > 0, β > 0, α ̸= 1, and β ̸= 1 are degrees; c > 0 is the tangent of angle of
inclination of a straight line w = cu+ b; b a given bias of argument.

We put in formula (3.9) b = 0. Then we will have

w(u, α, β, c) = piecewise
[
u < −c

1
β−1 ,−β − 1

β
c

β
β−1 − (−u)β

β
,

u ≤ c
1

α−1 , cu,
α− 1

α
c

α
α−1 +

uα

α

]
. (3.10)

Formula (3.10) can be obtained from formula (3.9) by introducing a new variable
z := u+ b/c, which in (3.10)) is denoted again as u := z.

In the optimization problem using gradient methods, it is necessary to use the
derivative of the function w(u, α, β, c). In the case of α > 0, β > 0, α ̸= 1, β ̸= 1,
and c ≥ 0 this formula is as follows:

ẇu(u, α, β, c) = piecewise
[
u < −c

1
β−1 , (−u)β−1, u ≤ c

1
α−1 , c, uα−1

]
(3.11)

If limβ → 1, then

w(u, α, β, c) → piecewise
[
u ≤ c

1
α−1 , cu,

α− 1

α
c

α
α−1 +

uα

α

]
,

ẇu(u, α, β, c) → piecewise
[
u ≤ c

1
α−1 , c, uα−1

]
;

If limα→ 1, then

w(u, α, β, c) → piecewise
[
u < −c

1
β−1 ,−β − 1

β
c

β
β−1 − (−u)β

β
, cu
]
,

ẇu(u, α, β, c) → piecewise
[
u < −c

1
β−1 , (−u)β−1, c

]
;

If limα→ 1 and limβ → 1, then w(u, α, β, c) → cu and ẇu(u, α, β, c) → c.
Note that formula (3.10) is transformed into formula (3.9) if we put in (3.10)

u := u+ b/c. Thus, we have w(u+ b/c, α, β, c) ≡ w(u, α, β, b, c).
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(a) (b)

(c) (d)

Fig. 3.1. The activation differentiable power function (3.10) for different values of the parameters
α, β, and c: (a) c = 5, α = 2, β = 3; (b) c = 2, α = 0.01, β = 2; (c) c = 7, α = 0.3, β = 0.1; (d)
c = 0.2, α = 0.1, β = 0.01.

Finally, if we put c = 0 in formula (3.10), then we obtain (with insignificant
additions) function (3.7):

w(u, α, β) = piecewise
[
u < 0,−(−u)β

β
,
uα

α

]
, (3.12)

ẇu(u, α, β) = piecewise
[
u < 0, (−u)β−1, uα−1

]
;α > 1, β > 1.

Note that the functions (3.9) and (3.10) are differentiable on the whole interval
(−∞,∞) for any α > 0, α ̸= 1 and β > 0, β ̸= 1. At the same time, function (3.12)
is non-differentiable for 0 < α ≤ 1 or 0 < β ≤ 1, at point u = 0. (If α = β = 1,
then we get the linear function w(u) = u, which is useless for modeling with the
help of neural networks.)

Thus, functions (3.9) and (3.10) are by a generalization of the power odd
activation function (3.7) (or(3.12)). This generalization is that function (3.10)
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(unlike function (3.7)) is differentiable. Therefore, it becomes possible to use
these functions in the gradient methods of search algorithms.

3.2. Example

Consider the example of a generalized cubic root function that is differentiable
on the entire real line. To do this we will use formulas (3.10) and (3.11) at
α = β = 1/3; c = 1. Then we have

w(u) = piecewise
[
u < −1, 2− 3(−u)1/3, u ≤ 1, u,−2 + 3u1/3

]
and

ẇu(u) = piecewise
[
u < −1, (−u)−2/3, u ≤ 1, 1, u−2/3

]
.

Thus, the function w(u) is differentiable over the entire interval (−∞,∞). The
derivative of this function ẇu is continuous (but not differentiable!) and bounded
also over the entire interval (−∞,∞): ẇu(u) ∈ (0, 1] (see Fig. 3.2).

Fig. 3.2. Differentiable power activation function and its derivative: w(u) (red), ẇu(u)(green)

4. Time series prediction

4.1. Direct prediction without explicit parametrization

As mentioned earlier, the main flaw of the basic NODE block is that it restricts
the dimensionality of the model by requiring the produced trajectories to be in
the same space as the modelled series. Since the NODE block is an autonomous
system, in case of modeling the univariate time series data the model must be one-
dimensional. This restricts the model’s behavior to only 3 basic types depending
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on its Lyapunov exponent and makes it impossible to model any periodic or
quasi-periodic processes. One way to avoid this issue is to turn the univariate time
series into multivariate data by embedding it with estimated minimum embedding
dimension d and the lag times {τ1, τ2, . . . , τd−1} by using any of the available delay
embedding procedures [10, 13]. This operation will provide the basic context for
the model to work with by producing unique combinations of points X∗ ∈ Rd,
X∗ =

{
xn, xn−τ1 , . . . , xn−τd−1

}
that can be used to create autoregressive models

of type xn+1 = f(X∗,Θ). However, if a regular NODE is used in such a model,
the prediction will have dimension d. This can be partially solved by simply
discarding all the dimensions except one. The model of this type will impose
unnecessary restrictions on the underlying ODE which will essentially be required
to fit every coordinate of its trajectories to the same set of data which simply was
time-lagged. This is not how most high-dimensional ODEs normally behave. To
resolve this issue, the ODE can be allowed to function in its own latent space L
that does not impose any such restrictions. The initial values in this latent space
can be produced by a more complicated encoder E that delay-embeds the time
series data and applies extra transformations in an attempt to decorrelate the
dimensions of X∗.

The encoding step removes the hard coupling of the ODE and the time series
data. However, the trajectories produced by the ODE in its latent space L will
have to be mapped back to the original one-dimensional time series space. This
is handled by the decoder D.

The encoder and decoder make the ODE completely decoupled from the orig-
inal time series which allows the researchers to freely select its structure and
dimensionality. For the purposes of modeling univariate time series data which
often exhibits quasi-periodic behavior, it is reasonable to select the model that can
capture such behaviors. One such model is based on the AntisymmetricRNN [7]
which is given by the equation:

hn = hn−1 + ϵσ((Wh −Wh
T − γI)hn−1 +Vhxn + bh), (4.1)

where h is the hidden state, x is the input, and σ is the activation function.
The idea of AntisymmetricRNN is to structurally enforce the periodicity of

the model’s trajectories by making sure that the eigenvalues of its Jacobian have
either zero or slightly negative real parts. The model (4.1) is designed to prevent
the hidden state h from growing or diminishing rapidly as it is carried from one
data point to another. The hNODE model doesn’t have hidden state, and it aims
to model processes that may exhibit drifting behavior which may require the
model’s Jacobian eigenvalues to have positive values. With these considerations,
the latent ODE G in (2.7) then becomes:

G(l,W,D,b) = l0 +

ˆ T

0
σ((W −WT +D)l + b) dt, (4.2)

where the parameters W, D, and b are produced by the hypermodel H(X,Θ).
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W is matrix with unrestricted values that is converted into its antisymmetric
form by subtracting a transposed version of it from itself, D is a diagonal matrix,
and b is the bias vector. Рўhe vector l ∈ L is a point in the latent space L.

Considering the possibility of drift or other qualitative changes that may occur
in the time series, the model (4.2) has to be equipped to react to such changes.
And this is where the function H for generating control weights comes in. It
produces a new set of parameters for (4.2) each time it is evaluated, allowing it
change behavior based on where the current point is in the latent space. The
activation function σ used in the examples below was selected as (3.10) with
parameters α = 0.5, β = 0.3, and c = 5; the plot of the activation function and
its derivative is provided on Fig. 4.1.

Fig. 4.1. Continuously differentiable activation function and its non-differentiable first derivative.

The final architecture of the hNODE with all the pieces assembled together is
given on the Fig. 2.1.

A model with the architecture described above was used to learn and predict
the values of the first coordinate of the Lorenz system’s (ẋ = σ(y − x); ẏ =
x(ρ − z) − y; ż = xy − βz) chaotic attractor. The attractor was generated with
the parameters σ = 10.0, ρ = 28, β = 8/3 after which the y and z coordinates
were discarded. The remaining x coordinate was delay-embedded with dimension
d = 3 and delay τ = 1. The resulting dataset split into chunks of size d · τ +M
(M ≥ 1) and shaped as follows: {Xm, Ym}, m ∈ [(d− 1) · τ, n−M ], Xm ={
xm, xm−τ , . . . , xm−(d−1)·τ

}
, Ym = {xm+1, xm+2, . . . , xm+M}. In other words,

the first dτ points from a trajectory are picked as input context and the following
M points are the expected output of the model.

The output of the model was produced recursively — the input data was used
to predict the new point in the series after which the point was added to the
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(a) (b)

Fig. 4.2. hNODE generates Lorenz-like output (a) from the latent trajectories of the underlying
NODE (b).

input data and the first point in the input was removed. This process was applied
iteratively until the desired time series prediction was obtained.

4.2. Prediction with explicit parametrization with parameter injection

Since the time series data is completely divorced from the latent space of the
nested NODE, it is possible to augment the time series context with extra data
to guide the model to specific behaviors. For example, the hNODE model can be
trained to generate a sine wave with a specific frequency that is passed to the H
function along with the current context.

As in the previous section, the model (4.2) was used for representing the
nested NODE. The time series generated as a sine wave of different frequencies
sampled at 8 kHz was delay-embedded with dimension d = 2 and delay τ = 1 and
the resulting dataset was processed similarly to the Lorenz attractor one. Each
input data point Xm was augmented with the frequency F0 of the waveform it
was selected from: Xm = {xm, xm−τ , F0}. But unlike the previous example, the
model’s output was produced by obtaining the full trajectory in the latent space
and decoding each point all at once which demonstrates that the two approaches
are both valid and yield satisfactory results. The model’s output for different
injected frequencies are provided on the Fig. 4.3.

5. Activation functions performance comparison

As discussed in previous sections, the selection of an activation function is
an important consideration when building a model. An incorrectly chosen acti-
vation function can slow down the learning rate or even make the model unfit
for the problem. To demonstrate this, we selected a basic example similar to
the one in the previous section — a sine wave that the model has to approxi-
mate without any extra parameters being injected into it. We compare the most
widespread activation functions, ReLU and hyperbolic tangent, against the cubic



Univariate time series analysis with hyper neural ODE 63

(a) (b)

(c) (d)

Fig. 4.3. hNODE generates sine waves for injected frequency parameter, the model’s output is
shown on (a, c) and the latent trajectories of the underlying NODE are shown on (b, d).

root (cbrt(x) = 3
√
x) and the function (3.10) with parameters α = 0.5, β = 0.3,

and c = 5 to see how they perform when used inside the NODE nested in hNODE.
Exploiting the fact that the hNODE model consists of several standalone

models, we train the encoder and decoder parts of it separately before proceeding
to train the nested NODE in the latent space. Each NODE in the comparison
was trained on two batches of data where the data points differ in length. The
first batch contains pieces of latent trajectory of the length 5 and the second one
50. The rate of learning ε on the first batch is 0.01 and the second one is 0.001.
Each model is trained on both batches back-to-back for 10 epochs. The results of
the training are provided on Fig. 5.1.

As can be seen on the provided figures, the function (3.10) achieved the best
accuracy and converged faster than any other activation function. The second-
closest was the hyperbolic tangent which accelerated convergence towards the end
of the training. The cubic root training plateaued at around the same point as the
piecewise power function but with much worse loss values. The ReLU turned out
to be the worst and turned out to be unfit for this particular modeling problem.

6. Conclusion

While the hNODE is versatile and can be adapted to a variety of applications,
there are still some caveats that are mostly related to the nature of the underlying
NODE model.
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(a) (b)

Fig. 5.1. Loss over epochs for different activation functions (a) and trajectories predicted when
using those functions (b).

The first caveat is that the latent space trajectories produced by the encoder
from the input data cannot intersect as this would violate the theorem about
existence and uniqueness of the ODE solution that the model is trying to approx-
imate. An example of malformed latent space trajectories are given on Fig. 6.1.

(a) (b)

Fig. 6.1. Intersecting trajectories in the latent space generated for the sine data from the previous
section.

The second caveat is the integration step used for obtaining numerical so-
lutions for the nested NODE. It may seem reasonable to use the time intervals
between the point in the input data as integration step. For example, one might
use the inverse of the sampling frequency of the data but such inverse might be
too small for the model to handle properly — even simple examples like the sine
wave sampled at 8 kHz give unreasonably small integration step of 0.000125. This
pitfall is more subtle than the previous one, but it can slow down the learning
rate considerably. The example of using different integration steps to learn the
example from the previous section with the piecewise power function is given on
the Fig. 6.2.
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Fig. 6.2. Integration step ∆t influencing the rate of learning.

In conclusion, we demonstrated the viability of the new approach to using
NODE model by utilizing the latent space mappings using dedicated decoder and
encoder models, and learning the dynamics of the modeled process in the latent
space instead of the space of the process itself. It was also demonstrated that for
the purposes of modeling time series in the latent space it can be beneficial to use
continuously differentiable activation functions that do not approach constants
when their argument approaches infinity.
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1. Introduction

In this paper we consider the problem without initial condition or, in other
words, Fourier problem for evolution variational inequalities (inclusions) with a
time-depended delay. Let us introduce an example of the problem being studied
here.

Let p ≥ 2, Ω be a bounded domain in Rn (n ∈ N), ∂Ω be the boundary
of Ω. We put Q := Ω × (−∞, 0], Σ := ∂Ω × (−∞, 0], Ωt := Ω × {t} ∀ t ∈ R.
Let Lp(Ω) and Lp(Q) be the standard Lebesgue spaces. Denote by W 1,p(Ω) :=
{v ∈ Lp(Ω) | vxi ∈ Lp(Ω), i = 1, n} the standard Sobolev space with the norm

||v||W 1,p(Ω) :=
( ´

Ω[|∇v|
p + |v|p]

)1/p
, where ∇v := (vx1 , . . . , vxn).

Let K be a convex closed set in W 1,p(Ω) which contains 0. Let us consider
the problem of finding a function u ∈ Lp(Q) such that uxi ∈ Lp(Q), i = 1, n,
ut ∈ L2(Q), and, for a.e. t ∈ (−∞, 0], u(·, t) ∈ K and

ˆ
Ωt

[
ut(v − u) + |∇u|p−2∇u∇(v − u) + |u|p−2u(v − u) + b̂u(v − u)

+ĉ(v − u)

ˆ t

t−τ(t)
u(x, s) ds

]
dx ≥

ˆ
Ωt

f(v − u) dx ∀ v ∈ K, (1.1)
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where b̂, ĉ are positive constants, f ∈ L2(Q), τ ∈ C((−∞, 0]), τ(t) ≥ 0 ∀t ∈
(−∞, 0], τ+ := supt∈(−∞,0] τ(t) <∞.

As it will be shown below, this problem, which we will call Problem (1.1), has
a unique solution, when b̂− ĉτ+ > 0.

Note that Problem (1.1) can be written in more abstract way. Indeed, after an
appropriate identification of functions and functionals, we have continuous and
dense imbedding

W 1,p(Ω) ⊂ L2(Ω) ⊂ (W 1,p(Ω))′,

where (W 1,p(Ω))′ is dual to W 1,p(Ω) space. Clearly, for any h ∈ L2(Ω) and
v ∈W 1,p(Ω) we have ⟨h, v⟩ = (h, v), where ⟨·, ·⟩ is the notation for scalar product
on the dual pair

[
(W 1,p(Ω))′, W 1,p(Ω)

]
, and (·, ·) is the scalar product in L2(Ω).

Thus, we will use the notation (·, ·) instead of ⟨·, ·⟩.
Now, we denote S := (−∞, 0], V := W 1,p(Ω), H := L2(Ω) and define an

operator A : V → V ′ as follows

(A(v), w) =

ˆ
Ω

[
|∇v|p−2∇v∇w + |v|p−2vw + b̂vw

]
dx, v, w ∈ V.

Then, Problem (1.1) becomes equivalent to the next problem: to find a func-
tion u ∈ Lp(S;V ) such that u′ ∈ L2(S;H), and, for a.e. t ∈ S, u(t) ∈ K and

(u′(t) +A(u(t)) + ĉ

ˆ t

t−τ(t)
u(s) ds, v − u(t)) ≥ (f(t), v − u(t)) ∀ v ∈ K. (1.2)

Here f ∈ L2(S;H), τ is as above.
Note that variational inequality (1.2) can be written as a subdifferential in-

clusion. For this purpose, we put IK(v) := 0 if v ∈ K, and IK(v) := +∞ if
v ∈ V \K, and also

Φ(v) :=

ˆ
Ω

[
p−1|∇v|p + p−1|v|p + 2−1b̂|v|2

]
dx+ IK(v), v ∈ V.

It is easy to verify that the functional Φ : V → R∞ := (−∞; +∞] is proper,
convex and semi-lower-continuous. By the known results (see, e.g., [22, p. 83]), it
follows that the problem of finding a solution of variational inequality (1.2) can be
written as the following subdifferential inclusion: to find a function u ∈ Lp(S;V )
such that u′ ∈ L2(S;H) and, for a.e. t ∈ S, u(t) ∈ D(∂Φ) and

u′(t) + ∂Φ(u(t)) + ĉ

ˆ t

t−τ(t)
u(s) ds ∋ f(t) in H, (1.3)

where ∂Φ : V → 2V
′ is a subdifferential of Φ, D(∂Φ) is a domain of ∂Φ (∂Φ and

D(∂Φ) will be defined of later).
The aim of this paper is to investigate problems for inclusions of type (1.3).
Let us mention that initial-value problems for evolution inclusions with con-

stant delay were studied in [19], [25], [26] and others. Many results on such
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problems were obtained by using the semi-group theory. Refer to [25] for more
comments and citations. In [19], [26] the fixed point theorems were used.

Problem without initial conditions for evolution equations arise in modeling
different nonstationary processes in nature, that started long time ago and initial
conditions do not affect on them in the actual time moment. Thus, we can assume
that the initial time is −∞, while 0 is the final time, and initial conditions can
be replaced with the behaviour of the solution as time variable turns to −∞.
Such problems appear in modeling in many fields of science such as ecology,
economics, physics, cybernetics, etc. The research of the problem without initial
conditions for the evolution equations and variational inequalities (without delay)
were conducted in the monographs [15], [17], [22], and the papers [3], [4], [5], [7],
[10], [14], [16], [18], [23] and others. In particular, R.E. Showalter in the paper [21]
proved the existence of unique solution u ∈ e2ω·H1(S;H), where H is a Hilbert
space, of the problem without initial condition

u′(t) + µu(t) +A
(
u(t)

)
∋ f(t), t ∈ S,

for ω + µ > 0 and f ∈ e2ω·H1(S;H) in case when A : H → 2H is a maxi-
mal monotone operator such that 0 ∈ A(0). Moreover, if A = ∂φ, where φ :
H → (−∞,+∞] is proper, convex and lower-semi-continuous functional such
that φ(0) = 0 = inf {φ(v) | v ∈ H}, then this problem has a unique solution for
each µ > 0, f ∈ L2(S;H) and ω = 0.

Note that the uniqueness of the solutions of problem without initial conditions
for linear parabolic equations and variational inequalities is possible only under
some restrictions on the behavior of solutions when time variable tends to −∞.
For the first time it was strictly justified by A.N. Tikhonov [24] in the case of
heat equation. However, as it was shown by M.M. Bokalo [3], problem without
initial conditions for some nonlinear parabolic equations has a unique solution in
the class of functions without behavior restriction as time variable tends to −∞.
Similar results were also obtained for evolutionary variational inequalities in the
paper [4].

Previously, problems without initial conditions of evolution equations with
constant delay were studied in [6], [11], and with variable delay, as far as we know,
only in [13]. Let us note that problems without initial conditions for variational
inequalities or inclusions with delay have not been considered in the literature,
which serves as one of the motivations for the study of such problems.

The outline of this paper is as follows. In Section 2, we give notations, def-
initions of function spaces and auxiliary results. In Section 3, we formulate the
problem and main result. In Section 4, we prove the main result.

2. Preliminaries

We set, as above, S := (−∞, 0]. Let V be a reflexive and separable Banach
space with norm ∥·∥, and H be a separable Hilbert spaces with the scalar product
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(·, ·) and norm | · |. Suppose that V ⊂ H with dense, continuous and compact
injection.

Let V ′ and H ′ be the dual spaces to V and H, respectively. We suppose (after
appropriate identification of functionals), that the space H ′ is a subspace of V ′.
By the Riesz-Fréchet representation theorem, identifying the spaces H and H ′,
we obtain the dense and continuous embeddings

V ⊂ H ⊂ V ′ . (2.1)

Note that in this case ⟨g, v⟩V = (g, v) for every v ∈ V, g ∈ H, where ⟨·, ·⟩V is the
scalar product for the dual pair

[
V ′, V

]
. Thus, further we will be using notation

(·, ·) instead of ⟨·, ·⟩V .
We introduce some spaces of functions and distributions. Let X be an arbi-

trary Banach space with the norm ∥·∥X . By C(S;X) we mean the linear space of
continuous functions defined on S with values in X. We say that wm−→m→∞w
in C(S;X) if for each t1, t2 ∈ S, t1 < t2, the sequence of the restrictions of the
functions {wm}∞m=1 to segment [t1, t2] converges in C([t1, t2];X) to the restriction
of w to the same segment.

Let q ∈ [1,∞], q′ be dual to q, i.e., 1/q + 1/q′ = 1. Denote by Lq
loc(S;X) the

linear space of measurable functions defined on S with values in X, whose restric-
tions to any segment [t1, t2] ⊂ S belong to the space Lq(t1, t2;X). We say that a
sequence {wm} is bounded (respectively, strongly, weakly or ∗-weakly convergent
to w) in Lq

loc(S;X), if for each t1, t2 ∈ S, t1 < t2, the sequence of restrictions of
{wm} to the segment [t1, t2] is bounded (respectively, strongly, weakly or ∗-weakly
convergent to the restriction of w to segment [t1, t2]) in Lq(t1, t2;X).

By D′(−∞, 0;V ′) we mean the space of continuous linear functionals on
D(−∞, 0) with values in V ′

w. Hereafter D(−∞, 0) is a space of test functions,
that is, the space of infinitely differentiable on (−∞, 0) functions with compact
supports, equipped with the corresponding topology, and V ′

w is the linear space
V ′ equipped with weak topology. It is easy to see (using (2.1)), that spaces
Lq
loc(S;V ), L2

loc(S;H), Lq′

loc(S;V
′) can be identified with the corresponding sub-

spaces of D′(−∞, 0;V ′). In particular, this allows us to talk about derivatives
w′ of functions w from Lq

loc(S;V ) or L2
loc(S;H) in the sense of distributions

D′(−∞, 0;V ′) and belonging of such derivatives to Lq′

loc(S;V
′) or L2

loc(S;H).
Let us define the spaces

H1(S;H) := {w ∈ L2(S;H)
∣∣w′ ∈ L2(S;H)},

W 1
q,loc(S;V ) := {w ∈ Lq

loc(S;V )
∣∣w′ ∈ Lq′

loc(S;V
′)}, q > 1.

From known results (see., for example, [12, p. 177-179]) it follows thatH1(S;H) ⊂
C(S;H) and W 1

q,loc(S;V ) ⊂ C(S;H). Moreover, for every w from H1(S;H) or
W 1

q,loc(S;V ) the function t → |w(t)|2 is absolutely continuous on any segment of
the interval S and the following equality holds

d

dt
|w(t)|2 = 2(w′(t), w(t)) for a.e. t ∈ S. (2.2)
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Remark 2.1. For w ∈ L2(S;H), we have

lim
σ→−∞

ˆ σ

σ−1
|w(t)|2dt = 0.

If w ∈ L2(S;H) ∩ C(S;H) then there exists a sequence {tk}∞k=0 ⊂ S such that
tk → −∞ for k → +∞ and

lim
k→+∞

|w(tk)|2 = 0.

In this paper we use the following well-known facts.

Proposition 2.1 (Cauchy-Schwarz-Bunjakovsky inequality; see, for example, [12,
p. 158]). Let t1, t2 ∈ R, t1 < t2, and X is a Hilbert space with the scalar product
(·, ·)X . Then, if v ∈ L2(t1, t2;X) and w ∈ L2(t1, t2;X), we have (w(·), v(·))X ∈
L1
(
t1, t2

)
and

ˆ t2

t1

(w(t), v(t))X dt ⩽ ∥w∥L2(t1,t2;X)∥v∥L2(t1,t2;X).

Proposition 2.2 ( [27, p. 173,179]). Let Y be a Banach space with the norm
∥ · ∥Y , and {vk}∞k=1 be a sequence of elements of Y , which is weakly or ∗-weakly
convergent to v in Y . Then, limk→∞ ∥vk∥Y ⩾ ∥v∥Y .

Proposition 2.3 (Aubin theorem [1], [2, p. 393]). Let q > 1, r > 1, t1, t2 ∈
R, t1 < t2, and B0, B1, B2 are Banach spaces such that B0⊂cB1 ⊂ B2 (here ⊂c

means compact embedding and ⊂ means continuous embedding). Then

{w ∈ Lq(t1, t2;B0) | w′ ∈ Lr(t1, t2;B2)}
c
⊂
(
Lq(t1, t2;B1) ∩ C([t1, t2];B2)

)
. (2.3)

Note that we understand the embedding (2.3) as follows: if a sequence {wm} is
bounded in the space Lq(t1, t2;B0) and the sequence {w′

m}m∈N is bounded in the
space Lr(t1, t2;B2), then there exist a function w ∈ Lq(t1, t2;B1) ∩ C([t1, t2];B2)
and a subsequence {wmj} of the sequence {wm} such that wmj −→j→∞w in
C([t1, t2];B2) and strongly in Lq(t1, t2;B1).

Lemma 2.1. If a sequence {wm} is bounded in the space Lq
loc(S;V ), q > 1, and the

sequence {w′
m} is bounded in the space L2

loc(S;H), then there exist a function w ∈
Lq
loc(S;V ), w′ ∈ L2

loc(S;H), and a subsequence {wmj} of the sequence {wm} such
that wmj −→j→∞w in C(S;H) and weakly in Lq

loc(S;V ), and, w′
mj

−→j→∞w′

weakly in L2
loc(S;H).

Proof. The Proposition 2.3 for r = 2, B0 = V , B1 = B2 = H and the reflex-
iveness of V and H yields, for every t1, t2 ∈ S, t1 < t2, from the sequence of
restrictions of the elements {wm} to the segment [t1, t2] one can choose a subse-
quence which is convergent in C([t1, t2];H) and weakly in Lq(t1, t2;V ), and the
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sequence of derivatives of the elements of this subsequence is weakly convergent
in L2(t1, t2;H). For each k ∈ N, we choose a subsequence {wmk,j

}∞j=1 of the
given sequence, which is convergent in C([−k, 0];H) and weakly in Lq(−k, 0;V )
to some function ŵk ∈ C([−k, 0];H)∩Lq(−k, 0;V ), and the sequence {w′

mk,j
}∞j=1

is weakly convergent to the derivative ŵ′
k in L2(−k, 0;H). Making this choice

we ensure that the sequence {wmk+1,j
}∞j=1 was a subsequence of the sequence

{wmk,j
}∞j=1. Now, according to the diagonal process, we select the desired subse-

quence as {wmj,j}∞j=1, and we define the function w as follows: for each k ∈ N we
take w(t) := ŵk(t) for t ∈ (−k,−k + 1].

In the sequel the Cauchy inequality of the following form will be used

ab ≤ εa2 + (4ε)−1b2 ∀a, b ∈ R, ∀ε > 0. (2.4)

3. Setting of the problem and main result

Let Φ : V → (−∞,+∞] be a proper functional, i.e., dom(Φ) := {v ∈ V :
Φ(v) < +∞} ≠ ∅, which satisfies such conditions:

(A1) Φ
(
αv + (1− α)w

)
⩽ αΦ(v) + (1− α)Φ(w) ∀ v, w ∈ V, ∀α ∈ [0, 1],

i.e., the functional Φ is convex,

(A2) vk −→k→∞ v in V =⇒ infk→∞Φ(vk) ≥ Φ(v),

i.e., the functional Φ is lower semicontinuous.

Recall that the subdifferential of functional Φ is a mapping ∂Φ : V → 2V
′ ,

defined as follows

∂Φ(v) := {v∗ ∈ V ′ | Φ(w) ⩾ Φ(v) + (v∗, w − v) ∀ w ∈ V },

for any v ∈ V, and the domain of the subdifferential ∂Φ is the set D(∂Φ) := {v ∈
V | ∂Φ(v) ̸= ∅}. We identify the subdifferential ∂Φ with its graph, assuming that
[v, v∗] ∈ ∂Φ if and only if v∗ ∈ ∂Φ(v), i.e., ∂Φ = {[v, v∗] | v ∈ D(∂Φ), v∗ ∈
∂Φ(v))}. R. Rockafellar (see [20, Theorem A]) proves that the subdifferential ∂Φ
is a maximal monotone operator, that is,

(v∗1 − v∗2, v1 − v2) ⩾ 0 ∀ [v1, v
∗
1], [v2, v

∗
2] ∈ ∂Φ,

and for every element [v1, v
∗
1] ∈ V × V ′ we have the implication

(v∗1 − v∗2, v1 − v2) ⩾ 0 ∀ [v2, v
∗
2] ∈ ∂Φ =⇒ [v1, v

∗
1] ∈ ∂Φ.

Additionally, assume that the following conditions hold:
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(A3) there exist constants p ≥ 2, K1 > 0 such that

Φ(v) ⩾ K1∥v∥p ∀ v ∈ dom(Φ);

moreover, Φ(0) = 0;

(A4) there exists a constant K2 > 0 such that

(v∗1 − v∗2, v1 − v2) ⩾ K2|v1 − v2|2 ∀ [v1, v
∗
1], [v2, v

∗
2] ∈ ∂Φ.

Remark 3.1. Condition Φ(0) = 0 (see (A3)) implies that Φ(v) ≥ Φ(0)+ (0, v− 0)
∀v ∈ V , hence, [0, 0] ∈ ∂Φ. From this and condition (A4) we have

(v∗, v) ≥ K2|v|2 ∀ [v, v∗] ∈ ∂Φ. (3.1)

Let τ : S → R be a function such that

(T ) τ ∈ C(S), τ(t) ≥ 0 for all t ∈ S, τ+ := supt∈S τ(t) <∞.

Let c : Πτ × H → H, where Πτ := {(t, s) | t ≤ 0, t − τ(t) ≤ s ≤ t} and τ
satisfies condition (T ), be a function which satisfies the condition:

(C) for any v ∈ H the mapping c(·, ·, v) : Πτ → H is measurable, and there
exists a constant L ≥ 0 such that following inequality holds

|c(t, s, v1)− c(t, s, v2)| ≤ L|v1 − v2|

for a.e. (t, s) ∈ Πτ and for all v1, v2 ∈ H; in addition, c(t, s, 0) = 0 for a.e.
(t, s) ∈ Πτ .

Remark 3.2. From the condition (C), it follows that, for a.e. (t, s) ∈ Πτ and for
every v ∈ H, the following estimate is valid:

|c(t, s, v)| ≤ L|v|. (3.2)

Remark 3.3. Conditions (T ), (C) and remark 3.2 yield, for any function w ∈
L2(S;H) the function t 7→

´ t
t−τ(t) c(t, s, w(s)) ds : S → H belongs to L2(S;H).

Indeed, by (3.2), assuming that w(t) = 0 for all t > 0, using Cauchy-Schwarz-
Bunjakovsky inequality and changing the order of integration, we have

ˆ 0

σ

∣∣∣ˆ t

t−τ(t)
c(t, s, w(s)) ds

∣∣∣2 dt ≤ L2τ+
ˆ 0

σ

ˆ t

t−τ+
|w(s)|2 dsdt

≤ L2τ+
ˆ 0

σ−τ+
|w(s)|2 ds

ˆ s+τ+

s
dt = (Lτ+)2

ˆ 0

σ−τ+
|w(s)|2 ds

≤ (Lτ+)2||w||2L2(S;H) (3.3)

for each σ ∈ S. Thus, the function t 7→
´ t
t−τ(t) c(t, s, w(s)) ds belongs to L2(S;H).
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Let us consider the evolutionary variational inequality

u′(t) + ∂Φ
(
u(t)

)
+

ˆ t

t−τ(t)
c(t, s, u(s)) ds ∋ f(t), t ∈ S, (3.4)

where f : S → V ′ is a given measurable function, and u : S → V is an unknown
function.

Definition 3.1. Let conditions (A1) – (A3), (T ), (C) hold, and f ∈ Lp′

loc(S;V
′).

The solution of variational inequality (3.4) is a function u : S → V that satisfies
the following conditions:

1) u ∈W 1
p,loc(S;V );

2) u(t) ∈ D(∂Φ) for a.e. t ∈ S;

3) there exists a function g ∈ Lp′

loc(S;V
′) such that, for a.e. t ∈ S,

g(t) ∈ ∂Φ
(
u(t)

)
and

u′(t) + g(t) +

ˆ t

t−τ(t)
c(t, s, u(s)) ds = f(t) in V ′.

We consider the problem of finding a solution u of variational inequality (3.4)
for given Φ, c, τ and f such that

ˆ
S
|u(t)|2 dt < +∞, that is u ∈ L2(S;H). (3.5)

This problem is called the problem P(Φ, τ, c, f), and the function u is called its
solution.

Theorem 3.1. Let conditions (A1) – (A4), (T ), (C) hold, f ∈ L2(S;H), and

K2 − Lτ+ > 0. (3.6)

Then the problem P(Φ, τ, c, f) has a unique solution, it belongs to the space
L∞(S;V ) ∩ Lp(S;V ) ∩H1(S;H) and satisfies the estimate

ess sup
t∈S

∥u(t))∥p +
ˆ
S

(
∥u(t)∥p + |u(t)|2 + |u′(t)|2

)
dt

+

ˆ
S
Φ(u(t))dt ⩽ C1

ˆ
S
|f(t)|2 dt, (3.7)

where C1 is a positive constant depending on K1,K2, L, and τ+ only.
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Remark 3.4. The problem P(Φ, τ, c, f) can be replaced by the following one. Let
K be a convex and closed set in V , A : V → V ′ be a monotone, bounded and
semicontinuous operator such that (A(v), v) ≥ K̃1∥v∥p ∀v ∈ V , where p ≥
2, K̃1 = const > 0. The problem is to find a function u ∈W 1

p,loc(S;V )∩L2(S;H)
such that for a.e. t ∈ S, u(t) ∈ K and

(u′(t) +A(u(t)) +

ˆ t

t−τ(t)
c(t, s, u(s)) ds, v − u(t)) ≥ (f(t), v − u(t)) ∀ v ∈ K.

4. Proof of the main result

We divide the proof of Theorem 3.1 into seven steps.
Step 1 (uniqueness of solution). Assume the contrary. Let u1, u2 be two solutions
of the problem P(Φ, τ, c, f). Then for every i ∈ {1, 2} there exists function gi ∈
Lp′

loc(S;V
′) such that, for a.e. t ∈ S, we have gi(t) ∈ ∂Φ

(
ui(t)

)
and

u′i(t) + gi(t) +

ˆ t

t−τ(t)
c(t, s, ui(s)) ds = f(t) in V ′, i = 1, 2. (4.1)

We put w := u1 − u2. From equalities (4.1), for a.e. t ∈ S, we obtain

w′(t) + g1(t)− g2(t) +

ˆ t

t−τ(t)

(
c(t, s, u1(s))− c(t, s, u2(s))

)
ds = 0 in V ′. (4.2)

Let t1, t2 ∈ S be arbitrary numbers such that t1 < t2. Multiplying equality (4.2)
by w(t) and integrating from t1 to t2, we have
ˆ t2

t1

(w′(t), w(t)) dt+

ˆ t2

t1

(
g1(t)− g2(t), u1(t)− u2(t)

)
dt

+

ˆ t2

t1

(ˆ t

t−τ(t)
(c(t, s, u1(s))− c(t, s, u2(s))) ds, w(t)

)
dt = 0. (4.3)

Consider the third term from left-hand side of equality (4.3). By condition (T ),
(C), the Fubini Theorem and the Cauchy-Schwarz-Bunjakovsky inequality, we get∣∣∣ ˆ t2

t1

(ˆ t

t−τ(t)

(
c(t, s, u1(s))− c(t, s, u2(s))

)
ds, w(t)

)
dt
∣∣∣

≤
ˆ t2

t1

( ˆ t

t−τ(t)

∣∣c(t, s, u1(s))− c(t, s, u2(s))
∣∣ds)|w(t)| dt

≤ L

ˆ t2

t1

(ˆ t

t−τ+
|w(s)| ds

)
|w(t)| dt

≤ L
√
τ+
( ˆ t2

t1

|w(t)|2 dt
)1/2(ˆ t2

t1

(ˆ t

t−τ+
|w(s)|2 ds

)
dt

)1/2

.

(4.4)
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Changing the order of integration, we have

ˆ t2

t1

( ˆ t

t−τ+
|w(s)|2ds

)
dt ≤

ˆ t2

t1−τ+
|w(s)|2 ds

ˆ s+τ+

s
dt

= τ+
(ˆ t2

t1

|w(s)|2 ds+
ˆ t1

t1−τ+
|w(s)|2 ds

)
. (4.5)

Substituting in (4.4) the last term from relations chain (4.5) instead of the
first one, and using inequalities:

√
a+ b ≤

√
a +

√
b,

√
a
√
b ≤ εa + (4ε)−1b,

a ≥ 0, b ≥ 0, ε > 0, we obtain

∣∣∣ˆ t2

t1

(ˆ t

t−τ(t)

(
c(t, s, u1(s))− c(t, s, u2(s))

)
ds, w(t)

)
dt
∣∣∣

≤ Lτ+
(
(1 + ε)

ˆ t2

t1

|w(t)|2 dt+ (4ε)−1

ˆ t1

t1−τ+
|w(t)|2 dt

)
, (4.6)

where ε > 0 is an arbitrary.
By equality (2.2), inequality (4.6), condition (A4) and the fact that gi(t) ∈

∂Φ(ui(t)) for a.e. t ∈ S, i = 1, 2, from (4.3) for a.e. t ∈ S, we obtain

1

2

ˆ t2

t1

(
|w(t)|2

)′
dt

+
(
K2 − (1 + ε)Lτ+

) ˆ t2

t1

|w(t)|2 dt− (4ε)−1Lτ+
ˆ t1

t1−τ+
|w(t)|2dt ≤ 0. (4.7)

Using the integration-by-parts formula, we have

|w(t)|2
∣∣∣t2
t1
+ 2
(
K2 − (1 + ε)Lτ+

) ˆ t2

t1

|w(t)|2 dt

≤ (2ε)−1Lτ+
ˆ t1

t1−τ+
|w(t)|2 dt. (4.8)

By inequality (3.6) and taking ε > 0 such that K2 − (1 + ε)Lτ+ ≥ 0, from (4.8)
we obtain

|w(t2)|2 ≤ |w(t1)|2 + C3

ˆ t1

t1−τ+
|w(t)|2dt, (4.9)

where C3 > 0 is a constant independent of t1, t2.
Let us fix an arbitrary t2 ∈ S. Since w ∈ L2(S;H) ∩ C(S;H), according to

Remark 2.1 there exists a sequence {t1,k}∞k=1 ⊂ S such that t1,k < t2 for all k ∈ N,
t1,k −→k→+∞−∞, and

|w(t1,k)|2 + C3

ˆ t1,k

t1,k−τ+
|w(t)|2 dt →

k→+∞
0.
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Taking t1,k (k ∈ N) instead of t1 in (4.9) and passing to the limit as k → +∞ we
obtain |w(x, t2)|2 = 0. Since t2 ∈ S is an arbitrary number, we have w(t) = 0 for
a.e. t ∈ S, this contradicts our assumption. Therefore, a solution of the problem
P(Φ, τ, c, f) is unique.
Step 2 (auxiliary statements). We define the functional ΦH : H → (−∞,+∞]
by the rule: ΦH(v) := Φ(v), if v ∈ V , and ΦH(v) := +∞ otherwise. Note that
conditions (A1), (A2), Lemma IV.5.2 and Proposition IV.5.2 of the monograph
[22] imply that ΦH is a proper, convex, and lower-semi-continuous functional on
H, dom(ΦH) = dom(Φ) ⊂ V and ∂ΦH = ∂Φ ∩ (V ×H), where ∂ΦH : H → 2H

is the subdifferential of the functional ΦH . Moreover, condition (A3) yields 0 ∈
∂ΦH(0) (see Remark 3.1).

The following statements will be used in the sequel.

Proposition 4.1 ( [22, Lemma IV.4.3]). Let −∞ < a < b < +∞, w ∈ H1(a, b;H),
and g ∈ L2(a, b;H) such that w(t) ∈ D(∂ΦH) and g(t) ∈ ∂ΦH

(
w(t)

)
for a.e.

t ∈ (a, b). Then the function ΦH

(
w(·)

)
is absolutely continuous on the interval

[a, b] and for any function h : [a, b] → H such that h(t) ∈ ∂ΦH

(
w(t)

)
for a.e.

t ∈ [a, b] the following equality holds

d

dt
ΦH

(
w(t)

)
= (h(t), w′(t)) for a.e. t ∈ [a, b].

Proposition 4.2 ( [8, Proposition 3.12], [22, Proposition IV.5.2]). Let T > 0,
f̃ ∈ L2(0, T ;H) and w0 ∈ dom(Φ). Then there exists a unique function w ∈
H1(0, T ;H) such that w(0) = w0 and, for a.e. t ∈ (0, T ], we have w(t) ∈ D(∂ΦH)
and

w′(t) + ∂ΦH

(
w(t)

)
∋ f̃(t) in H. (4.10)

i.e., there exists a function g̃ ∈ L2(0, T ;H) such that, for a.e. t ∈ (0, T ], we have
g̃(t) ∈ ∂ΦH(w(t)) and

w′(t) + g̃(t) = f̃(t) in H. (4.11)

Lemma 4.1. Let t0 < 0, f̃ ∈ L2(t0, 0;H), and w0 ∈ C([τ0, t0];H), w0(t) ∈
dom(Φ) for every t ∈ [τ0, t0], where τ0 := mint∈[t0,0](t − τ(t)) (if τ0 = t0 then
[τ0, t0] = {t0}). Then there exists a unique function w ∈ C([τ0, 0];H)∩H1(t0, 0;H)
such that w(t) = w0(t) for every t ∈ [τ0, t0], and, for a.e. t ∈ (t0, 0], we have
w(t) ∈ D(∂ΦH) and

w′(t) + ∂ΦH

(
w(t)

)
+

ˆ t

t−τ(t)
c(t, s, w(s)) ds ∋ f̃(t) in H, (4.12)

that is, there exists function g̃ ∈ L2(t0, 0;H) such that, for a.e. t ∈ (t0, 0] we have
g̃(t) ∈ ∂ΦH(w(t)) and

w′(t) + g̃(t) +

ˆ t

t−τ(t)
c(t, s, w(s)) ds = f̃(t) in H. (4.13)
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Proof of Lemma 4.1. Let M := {w ∈ C([τ0, 0];H) | w(t) = w0(t) ∀t ∈ [τ0, t0]} be
a set with the metric

ρ(w1, w2) = max
t∈[t0,0]

[
e−α(t−t0)|w1(t)− w2(t)|

]
, w1, w2 ∈M,

where α > 0 is an arbitrary fixed number. It is obvious that the metric space
(M,ρ) is complete. Now let us consider an operator A : M → M defined as
follows: for any given function w̃ ∈M , it defines a function ŵ ∈M ∩H1(t0, 0;H)
such that, for a.e. t ∈ [t0, 0], we have ŵ(t) ∈ D(∂ΦH) and

ŵ ′(t) + ∂ΦH(ŵ(t)) ∋ f̃(t)−
ˆ t

t−τ(t)
c(t, s, w̃(s)) ds in H. (4.14)

Clearly, variational inequality (4.14) coincides with variational inequality (4.10)
after replacing [0, T ] by [t0, 0], f̃(t) by f̃(t) −

´ t
t−τ(t) c(t, s, w̃(s)) ds and the con-

dition w(0) = w0 by the condition ŵ(0) = w0(t0). Thus, using Proposition 4.2,
we get that operator A is well-defined. Let us show that the operator A is a
contraction for some α > 0. Indeed, let w̃1, w̃2 be arbitrary functions from M
and ŵ1 := Aw̃1, ŵ2 = Aw̃2. According to (4.14) (see (4.11)) there exist functions
ĝ1, ĝ2 from L2(t0, 0;H) such that, for each k ∈ {1, 2} and a.e. t ∈ (t0, 0], we have
ĝk(t) ∈ ∂ΦH(ŵk(t)) and

ŵ′
k(t) + ĝk(t) = f̃(t)−

ˆ t

t−τ(t)
c(t, s, w̃k(s)) ds in H, (4.15)

while ŵk(t) = w0(t) for a.e. t ∈ [τ0, t0].
Subtracting identity (4.15) for k = 2 from identity (4.15) for k = 1, and, for

a.e. t ∈ (t0, 0], multiplying the obtained identity by ŵ1(t)− ŵ2(t), we get(
(ŵ1(t)− ŵ2(t))

′, ŵ1(t)− ŵ2(t)
)
+ (ĝ1(t)− ĝ2(t), ŵ1(t)− ŵ2(t))

= −
(ˆ t

t−τ(t)

(
c(t, s, w̃1(s))− c(t, s, w̃2(s))

)
ds, ŵ1(t)− ŵ2(t)

)
, (4.16)

ŵ1(t)− ŵ2(t) = 0 for a.e. t ∈ [τ0, t0]. (4.17)

We integrate equality (4.16) by t from t0 to σ ∈ [t0, 0], taking into account
that for a.e. t ∈ (t0, 0] we have(

(ŵ1(t)− ŵ2(t))
′, ŵ1(t)− ŵ2(t)

)
=

1

2

d

dt
|ŵ1(t)− ŵ2(t)|2.

As a result, we get the equality

1

2
|ŵ1(σ)− ŵ2(σ)|2 +

ˆ σ

t0

(ĝ1(t)− ĝ2(t), ŵ1(t)− ŵ2(t)) dt

= −
ˆ σ

t0

(ˆ t

t−τ(t)

(
c(t, s, w̃1(s))− c(t, s, w̃2(s))

)
ds, ŵ1(t)− ŵ2(t)

)
dt. (4.18)
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By condition (A4), for a.e. t ∈ (t0, 0], we have the inequality

(ĝ1(t)− ĝ2(t), ŵ1(t)− ŵ2(t)) ⩾ K2|ŵ1(t)− ŵ2(t))|2. (4.19)

Taking into account conditions (T ), (C) and the Cauchy inequality (2.4), for a.e.
t ∈ (t0, 0], we obtain

∣∣∣(ˆ t

t−τ(t)

(
c(t, s, w̃1(s))− c(t, s, w̃2(s))

)
ds, ŵ1(t)− ŵ2(t)

)∣∣∣
≤
(ˆ t

t−τ(t)

∣∣c(t, s, w̃1(s))− c(t, s, w̃2(s))
∣∣ ds) |ŵ1(t)− ŵ2(t)|

≤ L
( ˆ t

t−τ+
|w̃1(s)− w̃2(s)| ds

)
|ŵ1(t)− ŵ2(t)|

≤ ε|ŵ1(t)− ŵ2(t)|2 + (4ε)−1L2
(ˆ t

t−τ+
|w̃1(s)− w̃2(s)| ds

)2
≤ ε|ŵ1(t)− ŵ2(t)|2 + (4ε)−1L2τ+

ˆ t

t−τ+
|w̃1(s)− w̃2(s)|2 ds, (4.20)

where ε > 0 is an arbitrary number, w̃1(s)− w̃2(s) := 0 ∀s ≤ τ0.
From (4.18), according to (4.19) and (4.20), we have

|ŵ1(σ)− ŵ2(σ)|2 + 2(K2 − ε)

ˆ σ

t0

|ŵ1(t)− ŵ2(t)|2 dt

≤ (2ε)−1L2τ+
ˆ σ

t0

(ˆ t

t−τ+
|w̃1(s)− w̃2(s)|2 ds

)
dt. (4.21)

Let us consider the right-hand side of the inequality (4.21). Using the assumption
that w̃1(s)− w̃2(s) = 0 for s ≤ t0 and s ≥ 0, we obtain

ˆ σ

t0

(ˆ t

t−τ+
|w̃1(s)− w̃2(s)|2 ds

)
dt ≤ t0

ˆ σ

t0

|w̃1(t)− w̃2(t)|2 dt. (4.22)

From (4.21) and (4.22), choosing ε = K2, we get

|ŵ1(σ)− ŵ2(σ)|2 ⩽ C2

ˆ σ

t0

|w̃1(t)− w̃2(t)|2 dt, σ ∈ (t0, 0], (4.23)

where C2 > 0 is a constant depending on L,K2, τ
+, and t0 only.
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Multiplying (4.23) by e−2α(σ−t0), we obtain

e−2α(σ−t0)|ŵ1(σ)− ŵ2(σ)|2

⩽ C2e
−2α(σ−t0)

ˆ σ

t0

e2α(t−t0)e−2α(t−t0)|w̃1(t)− w̃2(t)|2 dt

⩽ C2e
−2α(σ−t0) max

t∈[t0,0]

[
e−α(t−t0)|w̃1(t)− w̃2(t)|

]2 ˆ σ

t0

e2α(t−t0) dt

=
C2

2α

(
1− e−2α(σ−t0)

)[
ρ(w̃1, w̃2)

]2
⩽
C2

2α

[
ρ(w̃1, w̃2)

]2
, σ ∈ [t0, 0]. (4.24)

From (4.24) it follows

ρ(ŵ1, ŵ2) ⩽
√
C2/(2α)ρ(w̃1, w̃2).

This, choosing α > 0 such that C2/(2α) < 1, yields, operator A is a contraction.
Hence, we may apply the Banach fixed-point theorem (in other words, the con-
traction mapping principle; see, for example, [9, Theorem 5.7]) and deduce that
there exists a unique function w ∈M such that Aw = w, i.e., we have proved our
proposition.

Step 3 (solution approximations). We construct a sequence of functions which,
in some sense, approximate the solution of the problem P(Φ, τ, c, f).

Let {κk}∞k=1 be a monotonically decreasing sequence of numbers from S such
that κ1 < 0 and limk→∞ κk = −∞. Denote f̂k(t) := f(t) for t ∈ [κk, 0], τk :=
mint∈[κk,0](t− τ(t)), k ∈ N.

For each k ∈ N consider the problem of finding a function ûk ∈ C([τk, 0];H)∩
H1(κk, 0;H) such that, for a.e. t ∈ (κk, 0], we have ûk(t) ∈ D(∂ΦH) and

û ′
k(t) + ∂ΦH

(
ûk(t)

)
+

ˆ t

t−τ(t)
c(t, s, ûk(s)) ds ∋ f̂k(t) in H, (4.25)

and
ûk(t) = 0, t ∈ [τk,κk]. (4.26)

Inclusion (4.25) means that there exists a function ĝk ∈ L2(κk, 0;H) such
that, for a.e. t ∈ (κk, 0], we have ĝk(t) ∈ ∂ΦH(ûk(t)) and

û ′
k(t) + ĝk(t) +

ˆ t

t−τ(t)
c(t, s, ûk(s)) ds = f̂k(t) in H. (4.27)

Lemma 4.1 implies the existence and uniqueness of solution of the problem
(4.25), (4.26). Since D(∂ΦH) ⊂ dom(ΦH) = dom(Φ) then ûk(t) ∈ V for a.e.
t ∈ [κk, 0]. According to the definition of the subdifferential of a functional and
the fact that ĝk(t) ∈ ∂ΦH(û(t)) for a.e. t ∈ (κk, 0], we have

ΦH(0) ≥ ΦH(ûk(t)) + (ĝk(t), 0− ûk(t)) for a.e. t ∈ (κk, 0].
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This and condition (A3) yield that for a.e. t ∈ (κk, 0] we have

(ĝk(t), ûk(t)) ≥ Φ(ûk(t)) ≥ K1∥ûk(t)∥p. (4.28)

Since the left side of this chain of inequalities belongs to L1(Sk) then ûk belongs
to Lp(κk, 0;V ).

For each k ∈ N we extend functions f̂k, ûk and ĝk by zero for the entire interval
S, and denote these extensions by fk, uk and gk, respectively. From the above it
follows that for each k ∈ N the function uk belongs to Lp(S;V ), its derivative u′k
belongs to L2(S;H) and for a.e. t ∈ S the inclusion gk(t) ∈ ∂ΦH

(
uk(t)

)
and the

following equality (see (4.27)) hold

u′k(t) + gk(t) +

ˆ t

t−τ(t)
c(t, s, uk(s)) ds = fk(t) in H. (4.29)

In order to show the convergence {uk}+∞
k=1 to the solution of the problem P(Φ, τ, c, f)

we need some estimates of the functions uk, k ∈ N.

Step 4 (first order estimates of solution approximations).
Let t1, t2 ∈ S be arbitrary numbers such that t1 < t2. Multiplying iden-

tity (4.29) for a.e. t ∈ S by uk(t) and integrating by t from t1 to t2, we obtain
ˆ t2

t1

(u′k(t), uk(t)) dt+

ˆ t2

t1

(gk(t), uk(t)) dt

+

ˆ t2

t1

(ˆ t

t−τ(t)
c(t, s, uk(s)) ds, uk(t)

)
dt =

ˆ t2

t1

(fk(t), uk(t)) dt. (4.30)

Equality (2.2) yieldˆ t2

t1

(u′k(t), uk(t))dt =

ˆ t2

t1

d

dt
|uk(t)|2dt =

1

2
(|uk(t2)|2 − |uk(t1)|2). (4.31)

From Remark 3.1, it follows

(gk(t), uk(t)) ≥ K2|uk(t)|2 for a.e. t ∈ S. (4.32)

By inequalities (4.28) and (4.32), for a.e. t ∈ S, we have

(gk(t), uk(t)) ≥ δ(gk(t), uk(t)) + (1− δ)(gk(t), uk(t))

≥ δK2|uk(t)|2 +
1

2
(1− δ)K1∥uk(t)∥p +

1

2
(1− δ)Φ(uk(t)), (4.33)

where δ ∈ (0, 1) is an arbitrary number.
Let us estimate the second term of the left-hand side of equality (4.30) by

using (4.33), in this way
ˆ t2

t1

(gk(t), uk(t)) dt

≥ 1

2

ˆ t2

t1

(
(1− δ)Φ

(
uk(t)

)
+ (1− δ)K1∥uk(t)∥p + 2δK2|uk(t)|2

)
dt. (4.34)
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We estimate the third term on the left-hand side of equality (4.30) by using
the Cauchy-Schwartz-Bunjakovsky inequality and (3.2). As the result, we obtain∣∣∣ ˆ t2

t1

(ˆ t

t−τ(t)
c(t, s, uk(s)) ds, uk(t)

)
dt
∣∣∣

≤
ˆ t2

t1

(ˆ t

t−τ(t)

∣∣c(t, s, uk(s))∣∣ ds)|uk(t)| dt
≤ L

ˆ t2

t1

( ˆ t

t−τ+
|uk(s)| ds

)
|uk(t)| dt

≤ L
√
τ+
(ˆ t2

t1

|uk(t)|2 dt
)1/2(ˆ t2

t1

(ˆ t

t−τ+
|uk(s)|2 ds

)
dt
)1/2

. (4.35)

Now, let us estimate the last item on the inequality chain above. Changing the
order of integration, we have
ˆ t2

t1

( ˆ t

t−τ+
|uk(s)|2ds

)
dt

≤
ˆ t2

t1−τ+
|uk(s)|2 ds

ˆ s+τ+

s
dt = τ+

ˆ t2

t1−τ+
|uk(t)|2 dt. (4.36)

From (4.35), (4.36) with t1 < κk, and definition of uk, it follows∣∣∣ˆ t2

t1

( ˆ t

t−τ(t)
c(t, s, uk(s)) ds, uk(t)

)
dt
∣∣∣ ≤ Lτ+

ˆ t2

t1

|uk(t)|2dt. (4.37)

Now we estimate the first term of the right-hand side of equality (4.30) by
using the Cauchy-Schwartz-Bunjakovsky and Cauchy inequalities (2.4). As the
result, we obtain

ˆ t2

t1

(fk(t), uk(t)) dt ⩽ ε

ˆ t2

t1

|uk(t)|2 dt+ (4ε)−1

ˆ t2

t1

|fk(t)|2 dt, (4.38)

where ε > 0 is an arbitrary number.
From (4.30), taking into account (4.31), (4.34), (4.37) and (4.38), for any

t1, t2 ∈ S such that t1 < min{κk, t2}, we obtain

|uk(t2)|2 + (1− δ)

ˆ t2

t1

Φ
(
uk(t)

)
dt+ (1− δ)K1

ˆ t2

t1

∥uk(t)∥p dt

+ 2[δK2 − Lτ+ − ε]

ˆ t2

t1

|uk(t)|2 dt ≤ (2ε)−1

ˆ t2

t1

|fk(t)|2 dt.

First we choose δ ∈ (0, 1) such that δK2 − Lτ+ > 0 (see (3.6)). Then take
ε = (δK2 − Lτ+)/2 > 0. As a result, we obtain

|uk(t2)|2 +
ˆ t2

t1

Φ
(
uk(t)

)
dt+

ˆ t2

t1

[
∥uk(t)∥p + |uk(t)|2

]
dt ≤ C4

ˆ t2

t1

|fk(t)|2 dt,
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where C4 is a positive constant depended on K1,K2, L, and τ+ only.
Since t2 ∈ S is an arbitrary, by the definition of fk, we have

sup
t∈S

|uk(t)|2+
ˆ
S
Φ
(
uk(t)

)
dt+

ˆ
S

[
∥uk(t)∥p+|uk(t)|2

]
dt ⩽ C5

ˆ
S
|f(t)|2 dt, (4.39)

where C5 > 0 is a positive constant depended on K1,K2, L, and τ+ only.
From (4.39) it follows

{uk}+∞
k=1 is bounded in L∞(S;H) ∩ Lp(S;V ) ∩ L2(S;H). (4.40)

Step 5 (second order estimates of solution approximations). Now we shell estimate
the functions u′k, k ∈ N. Let t1, t2 be arbitrary numbers such that t1, t2 ∈ S,
t1 < t2. For almost every t ∈ [t1, t2] we multiply equality (4.29) by the function
u′k(t) (recall that u′k ∈ L2(S;H)) and integrate the resulting equality from t1 to
t2. Then we obtain

ˆ t2

t1

|u′k(t)|2 dt+
ˆ t2

t1

(gk(t), u
′
k(t)) dt

=

ˆ t2

t1

(fk(t), u
′
k(t)) dt−

ˆ t2

t1

( ˆ t

t−τ(t)
c(t, s, uk(s)) ds, u

′
k(t)

)
dt. (4.41)

Since gk ∈ L2(S;H) and gk(t) ∈ ∂Φ(uk(t)) for a.e. t ∈ S, Proposition 4.1
implies that the function ΦH

(
uk(·)

)
is absolutely continuous on [t1, t2] and

d

dt
ΦH

(
uk(t)

)
= (gk(t), u

′
k(t)) for a.e. t ∈ (t1, t2). (4.42)

By (4.42) we can rewrite the second term on the left-hand side of the equality
(4.41) as follows

ˆ t2

t1

(gk(t), u
′
k(t)) dt =

ˆ t2

t1

d

dt
ΦH

(
uk(t)

)
dt

= ΦH

(
uk(t)

)∣∣∣t2
t1
= Φ

(
uk(t)

)∣∣∣t2
t1
. (4.43)

By the Cauchy inequality (2.4), changing the order of integration (see 4.36)
and (3.2), we have

∣∣ ˆ t2

t1

(fk(t), u
′
k(t)) dt

∣∣ ≤ ˆ t2

t1

|fk(t)||u′k(t)| dt

≤
ˆ t2

t1

|fk(t)|2 dt+
1

4

ˆ t2

t1

|u′k(t)|2 dt. (4.44)
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∣∣∣ ˆ t2

t1

(ˆ t

t−τ(t)
c(t, s, uk(s)) ds, u

′
k(t)

)
dt
∣∣∣

≤
ˆ t2

t1

(ˆ t

t−τ(t)

∣∣c(t, s, uk(s))∣∣ ds)|u′k(t)| dt
≤ L

ˆ t2

t1

( ˆ t

t−τ(t)
|uk(s)| ds

)
|u′k(t)| dt

≤ L2τ+
ˆ t2

t1

(ˆ t

t−τ+
|uk(s)|2 ds

)
dt+

1

4

ˆ t2

t1

|u′k(t)|2 dt

≤ (Lτ+)2
ˆ t2

t1−τ+
|uk(t)|2dt+

1

4

ˆ t2

t1

|u′k(t)|2 dt, (4.45)

By (4.43), (4.45), (4.44), from (4.41) we get

1

2

ˆ t2

t1

|u′k(t)|2 dt+ΦH

(
uk(t)

)∣∣∣t2
t1

≤ (Lτ+)2
ˆ t2

t1−τ+
|uk(t)|2dt+

ˆ t2

t1

|fk(t)|2 dt. (4.46)

By the definitions of uk and fk we pass to the limit in (4.46) when t1 → −∞.
Taking into account condition Φ(0) = 0 (see (A3)) and estimate (4.39), from
(4.46), taking t2 = σ ∈ S, we have

Φ
(
uk(σ)

)
+

ˆ σ

−∞
|u′k(t)|2 dt ⩽ C6

ˆ σ

−∞
|f(t)|2 dt, (4.47)

where C6 > 0 is a positive constant depended on K1,K2, L, and τ+ only.
According to the definition of the functional ΦH , condition (A3) (recall that

uk(t) ∈ V for a.e. t ∈ S) from (4.47), we have

sup
σ∈S

||uk(σ)||p +
ˆ
S
|u′k(t)|2 dt ⩽ C7

ˆ
S
|f(t)|2 dt, (4.48)

where C7 is a positive constant depended on K1,K2, L, and τ+ only.
Estimate (4.48) implies, that

the sequence
{
uk
}+∞
k=1

is bounded in L∞(S;V ), (4.49)

the sequence
{
u′k
}+∞
k=1

is bounded in L2(S;H). (4.50)

Let us show that

the sequence {gk}+∞
k=1 is bounded in L2(S;H). (4.51)
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Indeed, from (3.3) for w = uk, using (4.39), we have
ˆ
S

∣∣∣ˆ t

t−τ(t)
c(t, s, uk(s)) ds

∣∣∣2 dt ≤ (Lτ+)2
ˆ
S
|uk(t)|2 dt ≤ C8

ˆ
S
|f(t)|2 dt, (4.52)

where C8 is a positive constant dependent on K1,K2, L, and τ+ only.
From (4.29), (4.48), (4.52), and the definitions of uk, fk we obtain (4.51)

Step 6 (passing to the limit). From (4.40), (4.49)–(4.51) and Lemma 2.1 we have
that there exist functions u ∈ L∞(S;V ) ∩ Lp(S;V ) ∩ H1(S;H), g ∈ L2(S;H)
and a subsequence of the sequence {uk, gk}+∞

k=1 (still denoted by {uk, gk}+∞
k=1) such

that
uk −→k→∞ u ∗-weakly in L∞(S;V ),

weakly in Lp(S;V ), weakly in H1(S;H),
(4.53)

uk −→
k→∞

u in C(S;H), (4.54)

gk −→
k→∞

g weakly in L2(S;H). (4.55)

Using condition (T ), (C), (4.54), the Cauchy-Schwarz-Bunjakovsky inequality
and changing the order of integration (see (4.36)), for any t1, t2 ∈ S, t1 < t2, we
obtain
ˆ t2

t1

∣∣∣ ˆ t

t−τ(t)
c(t, s, uk(s)) ds−

ˆ t

t−τ(t)
c(t, s, u(s)) ds

∣∣∣2dt
≤ L2τ+

ˆ t2

t1

(ˆ t

t−τ+
|uk(s)− u(s)|2ds

)
dt

≤ (Lτ+)2
ˆ t2

t1−τ+
|uk(t)− u(t)|2 dt −→

k→∞
0. (4.56)

Thus, we have
ˆ t

t−τ(t)
c(t, s, uk(s)) ds −→

k→∞

ˆ t

t−τ(t)
c(t, s, u(s)) ds strongly in L2

loc(S;H). (4.57)

Let v ∈ H,φ ∈ D(−∞, 0) be an arbitrary. For a.e. t ∈ S we multiply equality
(4.29) by v, and then we multiply the obtained equality by φ and integrate in t
on S. As a result, we obtain the equality
ˆ
S
(u′k(t), vφ(t)) dt+

ˆ
S
(gk(t), vφ(t)) dt+

ˆ
S

( ˆ t

t−τ(t)
c(t, s, uk(s)) ds, vφ(t)

)
dt

=

ˆ
S
(fk(t), vφ(t)) dt, k ∈ N. (4.58)

We pass to the limit in (4.58) as k → ∞, taking into account (4.53), (4.55),
(4.57) and convergence of {fk}∞k=1 to f in L2

loc(S;H). As a result, since v ∈
H,φ ∈ D(−∞, 0) are arbitrary, for a.e. t ∈ S we obtain the equality

u′(t) + g(t) +

ˆ t

t−τ(t)
c(t, s, u(s)) ds = f(t) in H.
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Step 7 (completion of the proof ). In order to complete the proof of the theorem
it remains only to show that u(t) ∈ D(∂Φ) and g(t) ∈ ∂Φ

(
u(t)

)
for a.e. t ∈ S.

Let k ∈ N be an arbitrary number. Since uk(t) ∈ D(∂Φ) and gk(t) ∈
∂ΦH

(
uk(t)

)
for every t ∈ S \ S̃k, where S̃k ⊂ S is a set of measure zero, applying

the monotonicity of the subdifferential ∂ΦH , we obtain that for every t ∈ S \ S̃k
the following equality holds

(gk(t)− v∗, uk(t)− v) ⩾ 0 ∀ [v, v∗] ∈ ∂ΦH . (4.59)

Let σ ∈ S, h > 0 be arbitrary numbers. We integrate (4.59) on [σ − h, σ]:
ˆ σ

σ−h
(gk(t)− v∗, uk(t)− v) dt ⩾ 0 ∀ [v, v∗] ∈ ∂ΦH . (4.60)

Now according to (4.54) and (4.55) we pass to the limit in (4.60) as k → ∞. As
a result we obtainˆ σ

σ−h
(g(t)− v∗, u(t)− v) dt ≥ 0 ∀ [v, v∗] ∈ ∂ΦH . (4.61)

The monograph [27, Theorem 2, p. 192] and (4.61) imply that for every
[v, v∗] ∈ ∂ΦH there exists a set R[v,v∗] ⊂ S of measure zero such that

0 ≤ lim
h→+0

1

h

ˆ σ

σ−h

(
g(t)− v∗, u(t)− v

)
dt =

(
g(σ)− v∗, u(σ)− v

)
∀σ ∈ S \R[v,v∗].

(4.62)

Let us show that there exists a set R ⊂ S of measure zero such that for all
σ ∈ S \R the following inequality holds(

g(σ)− v∗, u(σ)− v
)
≥ 0 ∀ [v, v∗] ∈ ∂ΦH . (4.63)

Since V and H are separable spaces, there exists a countable set F ⊂ ∂ΦH ⊂
V × H which is dense in ∂ΦH . Let us denote R := ∪[v,v∗]∈F R[v,v∗]. Since the
set F is countable, and any countable union of sets of measure zero is a set of
measure zero, R is a set of measure zero. Therefore, by (4.62) for any σ ∈ S \ R
inequality

(
g(σ) − v∗, u(σ) − v

)
≥ 0 holds for every [v, v∗] ∈ F . Let [v̂, v̂ ∗] be

an arbitrary element from ∂ΦH . Then from the density F in ∂ΦH we have the
existence of a sequence {[vl, v∗l ]}∞l=1 such that vl → v̂ in V , v∗l → v̂ ∗ in H and for
all σ ∈ S \R

(g(σ)− v∗l , u(σ)− vl) ⩾ 0 ∀l ∈ N. (4.64)

Thus, passing to the limit in this equality as l → ∞, we get (4.63). Therefore, for
a.e. t ∈ S we have

(g(t)− v∗, u(t)− v) ⩾ 0 ∀ [v, v∗] ∈ ∂ΦH .

From this, according to maximal monotonicity of ∂ΦH , we obtain that [u(t), g(t)] ∈
∂ΦH for a.e. t ∈ S.
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Estimate (3.1) of the solution of the problem P(Φ, τ, c, f) follows directly from
(4.39) and (4.48), (4.53), (4.54), and Proposition 2.2, Fatou’s Lemma and the fact
that ΦH is lower semicontinuous in H.
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Abstract. Three approaches to solve a well-known IBVP posed for vibrating composite
string with piece-wise constant properties have been applied. The main issue of the stufy
is the number of the matching conditions to be imposed for the solution to the IBVP
to be obtained.
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1. Introduction and the problem formulation

The current study was inspired by a series of our previous publications [1–5]
dealing with an IBVP for the 1D degenerate wave equation. Interpreting the IBVP
as that of a vibrating ‘string’, driven by: a) initial disturbances of the shape and
velocity of ‘the string’, and b) known external controls imposed at both ends of
‘the string’, is convenient to discuss the IBVP formulation and approaches to solve
it. Since the degeneracy was related to the coefficient function of the wave equa-
tion vanishing in an interior point of the spatial segment, being interpreted as
the undisturbed position of ‘the string’, the point of degeneracy, in its turn, can
be interpreted as a hinge, where the known transmission conditions (continuity
of ‘the string’ and the transverse component of the longitudinal tension, usually
referred to as the flux) hold.

We studied different approaches to solve the IBVP for the 1D degenerate wave
equation based on separation of variables (SV). Some of them imply that we pose
and solve separately associated IBVPs for both regular parts of ‘the string’ and
then match the obtained solutions at the degeneracy point using the transmission
conditions. Physically this means that we: a) ‘cut’ (or, ‘break’) ‘the string’ at
the degeneracy point, b) observe vibrations of both parts of ‘the string’, and then
c) match both parts again at any instant to restore ‘the entire string’ (or, in other
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words, ‘to repair’ it) by forcing some corrections to positions and inclinations
of both regular parts for the transmission conditions to hold. We found out
that these conditions, generally speaking, are not sufficient for matching (or, for
‘repairing’ the broken ‘degenerate string’), therefore some other conditions are
necessary to be applied. To clarify the situation, we have decided to transfer
our approaches to the entire regular string composed of two parts with different
elastic properties. Since the way to solve the IBVP of the vibrating composite
string is known, we expect that will have ideal opportunities for studying our
previous approaches and comparing them with those known for the composite
string.

Thus, we currently deal with the following well-known initial boundary value
problem (referred to below as the original IBVP, or the IBVPO for short) for
the 1D homogeneous wave-equation in closed space-time rectangle [0, T ]× [0, l]

Q [W (t, x)] = 0 , (t, x) ∈ G0 ,

∂W (0, x)

∂t
=

∗∗
W (x)

W (0, x) =
∗
W (x)

 , x ∈ [0, l] ,

W (t, 0) = χ1(t)

W (t, l) = χ2(t)

}
, t ∈ [0, T ] ,

(1.1)

where the second order differential operator

Q [W (t, x)] =
∂2W (t, x)

∂t2
− ∂

∂x

(
c(x)

∂W (t, x)

∂x

)
(1.2)

is defined in G0=G1

⋃
G2, G1 = (0, T ]× (0, x0), G2 = (0, T ]× (x0, l), 0<x0<l,

for functions W (t, x) ∈ C (2,2)(G0); the coefficient function is piece-wise constant

c(x) =

{
c1 > 0 , x ∈ [0, x0) ,

c2 > 0 , x ∈ (x0, l] ,
(1.3)

being defined non-uniquely at the jump discontinuity: c1 ⩽ c(x0)⩽ c2; the given
a) control χ1(t), χ2(t)∈C 1[0, T ]

⋂
C 2(0, T ] and b) initial

∗
W (x),

∗∗
W (x) ∈ C 1[0, l]

functions obey the compatibility conditionsχ1(0) =
∗
W (0) ,

∗
W (l) = χ2(0) ,

χ ′
1(0) =

∗∗
W (0) ,

∗∗
W (l) = χ ′

2(0) .
(1.4)

Along the dividing segment [0, T ]×{x0} of subrectangles G1, G2 the required
solution W (t, x) to the IBVPO obeys the transmission conditions{

W (t, x0 − 0) =W (t, x0 + 0) ,

F (t, x0 − 0) = F (t, x0 + 0) ,
t ∈ [0, T ] , (1.5)
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the second condition being expressed in terms of the flux

F(t, x) = c(x)
∂W (t, x)

∂x
. (1.6)

The only solution W (t, x) to the IBVPO is known can be interpreted as
the distributed over segment [0, l] displacements of a string, subject to known
external controls χ1(t) and χ2(t), imposed at both ends of the string as the Dirich-
let boundary conditions, and having the initial distributed displacements

∗
W (x)

and velocities
∗∗
W (x). Therefore, the first transmission condition (1.5) expresses

the continuity of the string, whereas the second one expresses the continuity of
the transverse component of the tension produced in the string.

The original IBVP, posed in Ḡ0 = [0, T ]× [0, l], is known can be solved by ap-
plying SV [6,8], but our concern related to the original IBVP is based on the fol-
lowing underlying ideas: a) reformulating the original IBVP into two associated
IBVPs in the above closed space-time subrectangles Ḡ1, Ḡ2; b) adding conditions
of smooth matching the solutions to the associated IBVPs along the dividing
segment; c) solving such a composite IBVP.

For the sake of convenience (and to establish a relation with [1–5] dealing with
the IBVP similar to (1.1) – (1.5) for a 1D degenerate wave equation), we introduce
the following transformation of the independent variables

t =
l√
c0 ¯
t ,

¯
t ∈ [0,

¯
T ] ,

x = l1 ¯
x+ l1, ¯

x ∈ K1 ,

x = l2 ¯
x+ l1 , ¯

x ∈ K2 ,



¯
t =

√
c0
l

t , t ∈ [0, T ] ,

¯
x =

x− l1
l1

, x ∈ [0, l1] ,

¯
x =

x− l1
l2

, x ∈ [l1, l] ,

(1.7)

where K1 := [−1, 0], K2 := [0,+1], c0=
1
2 (c1 + c2), l1=x0, l2= l − l1; then replace

the given in (1.1) functions with the following ones
∗∗
u(
¯
x) =

√
c0
l

∗∗
W (x)

∣∣
x→

¯
x
,

∗
u(
¯
x) =

∗
W (x)

∣∣
x→

¯
x
,

h1(¯
t) = χ1(t)

∣∣
t→

¯
t
,

h2(¯
t) = χ2(t)

∣∣
t→

¯
t
.

Finally, to simplify notation, we drop the bars under the new independent
variables and present the IBVPO in the following form

S [u(t, x)] = 0 , (t, x) ∈ D0 ,

∂u(0, x)

∂t
=

∗∗
u(x)

u(0, x) =
∗
u(x)

 , x ∈ K0 ,

u (t,−1) = h1(t)

u (t,+1) = h2(t)

}
, t ∈ [0, T ] ,

(1.8)
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where: a) K0 := [−1,+1]; b) the second order differential operator

S [u(t, x)] =
∂2u(t, x)

∂t2
− ∂

∂x

(
a(x)

∂u(t, x)

∂x

)
(1.9)

is defined in D0=D1

⋃
D2, D1=(0, T ] × I1, D2=(0, T ] × I2, I1 := (−1, 0), and

I2 := (0,+1); c) the piece-wise constant coefficient function is as follows

a(x) =


a1 =

c1
c0

(
l

l1

)2
> 0 , x ∈ J1 ,

a2 =
c2
c0

(
l

l2

)2
> 0 , x ∈ J2 ,

(1.10)

J1 := [−1, 0), J2 := (0,+1]; d) the given 1) control h1(t), h2(t) and 2) initial ∗
u(x),

∗∗
u(x) functions obey the compatibility conditions{

h1(0) =
∗
u(−1) ,

∗
u(+1) = h2(0) ,

h ′
1(0) =

∗∗
u(−1) ,

∗∗
u(+1) = h ′

2(0) ;
(1.11)

e) the transmission conditions read{
u(t, 0− 0) = u(t, 0 + 0) ,

f(t, 0− 0) = f(t, 0 + 0) ,
t ∈ [0, T ] , (1.12)

where the flux is defined similarly to that of (1.6)

f(t, x) = a(x)
∂u(t, x)

∂x
. (1.13)

The above formulation of the IBVPO below is referred to as the derived
IBVP, or shortly as the IBVPD. We believe, that confusing the independent vari-
ables (t, x), being dimensional in the IBVPO and non-dimensional in the IBVPD,
is impossible, due to the context they will be used in.

Following the underlying idea of the current study, we formulate two IBVPs,
respectively in the closures D̄1 and D̄2 of subrectangles D1 and D2, associated
with the derived IBVPD (1.8) – (1.12). The left associated IBVP1 yields to

S [u1(t, x)] = 0 , (t, x) ∈ D1 ,

∂u1(0, x)

∂t
=

∗∗
u(x)

u1(0, x) =
∗
u(x)

 , x ∈ K1 ,

u1(t,−1) = h1(t)

|u1(t, 0)| <∞

}
, t ∈ [0, T ] ,

(1.14)
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supplemented with the following compatibility conditions
h1(0) =

∗
u(−1) , u1(0, 0) =

∗
u(0) ;

h ′
1(0) =

∗∗
u(−1) ,

∂u1(0, 0)

∂t
=

∗∗
u(0) ;

(1.15)

whereas the right associated IBVP2 yields to

S [u2(t, x)] = 0 , (t, x) ∈ D2 ,

∂u2(0, x)

∂t
=

∗∗
u(x)

u2(0, x) =
∗
u(x)

 , x ∈ K2 ,

|u2(t, 0)| <∞

u2(t,+1) = h2(t)

}
, t ∈ [0, T ] ,

(1.16)

supplemented with the following compatibility conditions
∗
u(0) = u2(0, 0) ,

∗
u(+1) = h2(0) ;

∗∗
u(0) =

∂u2(0, 0)

∂t
, ∗∗

u(+1) = h ′
2(0) .

(1.17)

For the composite solution

u(t, x) =

{
u1(t, x) , (t, x) ∈ D̄1 ,

u2(t, x) , (t, x) ∈ D̄2 ,
(1.18)

to be one-valued, continuous and to have the continuous flux, the following mat-
ching conditions, inheriting the transmission conditions (1.12), are imposed along
the dividing segment {

u1(t, 0) = u2(t, 0) ,

f1(t, 0) = f2(t, 0) ,
t ∈ [0, T ] , (1.19)

where both fluxes f1(t, x), f2(t, x) are defined similarly to that of (1.13).
To answer the question of how to match the solutions to the above associated

IBPVs (1.14), (1.16) we will take the following steps.
In Sect. 2 we refer to the energy equation and recall some its properties used

further. In Sect. 3 we consider in some detail a classical approach [6], based on SV,
to solve the IBVPO (1.8). The solution obtained will be used further not only as
the master solution, but also to demonstrate continuous differentiability of the flux
at the midpoint x0 = 0, where the coefficient function a(x) is discontinuous.

In Sect. 4 we apply the Laplace transformation (LT) to the associated IBVPs,
obtain the solutions to the images of the IBVPs followed by matching the ob-
tained solutions. We consider this approach to be classical as well, since applying
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the integral transformation of the associated IBVPs precedes matching their so-
lutions. The key issue we are interested is how many conditions we need to match
the solutions, whereas the inversion of the image solutions will be postponed to
the next publication on the subject.

In Sect. 5 we apply SV to the associated IBVPs to obtain their solutions, then
match the obtained solutions followed by applying LT to the matching conditions.
Again we are interested in the number of conditions necessary for the matching
and show that the matching conditions (1.19) should be supplemented with two
more conditions, one of which is local, similarly to (1.19), and the other is non-
local and presented by the energy equation.

In Sect. 6 we briefly summarize our observations concerning the matching
procedures and the number of the matching conditions.

2. The energy equation

In case of treating the string as a whole, being obeyed the IBVPD (1.8), (1.12),
(1.11), the energy equation can be obtained following a well known procedure:
1) multiplying the wave equation by the local velocity of the transverse motion,
and 2) integrating the product in x over the whole segment K0

ˆ
K0

∂u

∂t

[
∂2u

∂t2
− ∂

∂x

(
a
∂u

∂x

)]
dx = 0 . (2.1)

Integration is then performed by parts for the first
ˆ
K0

∂u

∂t

∂2u

∂t2
dx =

ˆ
K0

∂

∂t

[
1

2

(
∂u

∂t

)2]
dx =

d

dt

ˆ
K0

[
1

2

(
∂u

∂t

)2]
dx︸ ︷︷ ︸

Ω(t)

and second
ˆ
K0

∂u

∂t

∂

∂x

(
a
∂u

∂x

)
dx =

[
∂u

∂t

(
a
∂u

∂x

)]∣∣∣∣x=+1

x=−1︸ ︷︷ ︸
A(t)

− d

dt

ˆ
K0

[
a

2

(
∂u

∂x

)2]
dx︸ ︷︷ ︸

Π(t)

terms in (2.1) respectively. The resulting equation for the total energy rate reads

Θ ′(t) = A(t) , t ∈ [0, T ] , (2.2)

where Θ(t) is the total energy, composed of the kinetic Ω(t) and potential Π(t)
one, and A(t) is the power of the external forces acting on the ends of the ‘string’
as the known controls h1(t), h2(t). Integrating the above equation in t yields to
the required total energy equation

Θ(t) = Θ(0) +

ˆ t

0
A(τ) dτ , t ∈ [0, T ] , (2.3)
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where the integral over [0, t] represents the work done by the external forces.
In case of treating the string as consisting of two parts, being obeyed the left

and the right associated IBVPs of Sect. 1, (1.14), (1.15) and (1.16), (1.17) respec-
tively, one finds the following a) total energy rate equations

Θ ′
j(t) = Aj(t) , t ∈ [0, T ] , (2.4)

and b) total energy equations

Θj(t) = Θj(0) +

ˆ t

0
Aj(τ) dτ , t ∈ [0, T ] , (2.5)

where j = 1, 2 (for the left and right parts of the string respectively), and the po-
wers of the external forces acting on the ends of both parts of the string read

A1(t) =

[
∂u1
∂t

(
a1
∂u1
∂x

)]∣∣∣∣x= 0

x=−1

, A2(t) =

[
∂u2
∂t

(
a2
∂u2
∂x

)]∣∣∣∣x=+1

x= 0

, t ∈ [0, T ] .

Both equations (2.2) and (2.3) can be readily derived from (2.4) and (2.5)
respectively, since: a) the total energy Θ(t) is additive; b) the following equality[

∂u1
∂t

(
a1
∂u1
∂x

)]∣∣∣∣
x=0

=

[
∂u2
∂t

(
a2
∂u2
∂x

)]∣∣∣∣
x=0

, t ∈ [0, T ] ,

holds, due to the matching conditions (1.19).

3. A classical approach to solve the IBVPD based on SV

3.1. Preliminaries to SV

A classical approach to solve the IBVPD (1.8) – (1.12) is based on: a) reducing
the former to an auxiliary IBVP with the homogeneous boundary conditions and
b) invoking the anzatz

ˇ
v(t, x) =

ˇ
O(t)

ˇ
X(x) (3.1)

for finding particular solutions to the auxiliary IBVP by applying SV as follows

ˇ
O′′(t)

ˇ
O(t)

= ˇ
F ′(x)

ˇ
X(x)

= −
ˇ
λ = const ,

ˇ
λ > 0 , (3.2)

where
ˇ
F (x) = a(x)

ˇ
X ′(x) is ‘the flux’ of

ˇ
X(x). The key issue in invoking (3.1)

is to build the complete set of functions
ˇ
X(x) that satisfy (3.2) and the proper

boundary and transmission conditions. According to [6] (a collection of problems,
supplementing the textbook [8]; refer, for example, to problems 164 – 166 on p. 37,
problem 57 on p. 128, etc.), building the required set is based on
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Proposition 3.1. Let the following composite BVP be given{
ˇ
F ′(x) +

ˇ
λ
ˇ
X(x) = 0 , x ∈ I1

⋃
I2 ,

ˇ
X(−1) =

ˇ
X(+1) = 0 ,

(3.3)

supplemented with the transmission conditions{
ˇ
X(0− 0) =

ˇ
X(0 + 0) ,

ˇ
F (0− 0) =

ˇ
F (0 + 0) ,

(3.4)

then: a) the complete countable set of the continuous and piece-wise smooth
eigenfunctions of the problem is determined as follows

ˇ
Xµ(x) =



[
sin

(
ˇ
αµ√
a1

)]−1

sin

(
ˇ
αµ√
a1

(1 + x)

)
, x ∈ J1 ,

[
sin

(
ˇ
αµ√
a2

)]−1

sin

(
ˇ
αµ√
a2

(1− x)

)
, x ∈ J2 ,

(3.5)

whereas the eigenvalues {
ˇ
λµ}∞µ=1≡{

ˇ
α2
µ}∞µ=1 associated with (3.5) are determined

as the set of the squared roots of the following transcendental equation wrt
ˇ
αµ√

a1 cot

(
ˇ
αµ√
a1

)
+
√
a2 cot

(
ˇ
αµ√
a2

)
= 0 ; (3.6)

b) the eigenfunctions (3.5) are orthogonal in L2,0 := L2 (K0), that is

(
ˇ
Xµ , ˇ

Xγ

)
0
=

ˆ
K0

ˇ
Xµ(x) ˇ

Xγ(x) dx = ∥
ˇ
Xµ∥20 δµ,γ , (3.7)

(p, q)0 is the inner product of two elements p(x), q(x)∈L2,0 , ∥r∥0 is the norm of
an element r(x) ∈ L2,0 , µ, γ∈N .

We note, in addition to the properties specified in Prop. 3.1, that the eigenfunc-
tions

ˇ
Xµ(x) (3.5) have one more remarkable and easily verified property of con-

tinuous differentiability of their fluxes
ˇ
Fµ(x) = a(x)

ˇ
X ′

µ(x) over the segment K0,
including the midpoint:

ˇ
F ′
µ(x)(0− 0)=

ˇ
F ′
µ(0 + 0), where the piece-wise constant

coefficient function a(x) is discontinuous. We will apply this property in Sect. 5
to solve the IBVPD using a non-classical approach.

To clarify building
ˇ
Xµ(x) (3.5), we consider 3 cases, indicated in Tbl. 1 (the ori-

gin of the cases is explained by taking c1 = 1, c2 = 4, l = 2 and x0 = 0.25, 0.50,
1.00 in (1.3) and then applying (1.10)). The infinite series of the roots

ˇ
αµ of (3.6)

for the cases are formed by periodic shifts of the 8-tuples, 4-tuples, and 2-tuples
(the octuples, quadruples, and couples), respectively, placed in Tbl. 1. Some
eigenfunctions for the cases are shown in Figs. 3.1, 3.2, 3.3.
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Table 1. Roots of transcendental equation (3.6) (cases 1 – 3)

No a1 a2 ˇ
αµ

1 25.6 2.0897959183. . .

4.11705742307002802074. . .
7.36681251991832973695. . .
9.95011848102124236679. . .

13.80472706515471812453. . .
17.98595538539280582565. . .
21.84056396952628158339. . .
24.42386993062919421323. . .
27.67362502747749592944. . .

2 6.4 2.8(4)

3.30228352255807050061. . .
6.16702110866456655154. . .
9.72832011660919542354. . .

12.59305770271569147447. . .

3 1.6 6.4
2.90995823927664691729. . .
5.03771237336023407025. . .

In case 4, with the coefficients a1= a2=4 (originated from c1= c2=1, l=2,
and x0=1 in (1.3)), the roots of (3.6) and the eigenfunctions (3.5) are reduced to

ˇ
αµ√
a0

= µπ − π

2
≡ α̂µ , ˇ

Xµ(x) = cos

(
ˇ
αµ√
a0

x

)
= cos

(2µ− 1)πx

2
. (3.8)

On the other hand, independent of Prop. 3.1 considering identically constant
coefficient function (1.10) (case 5), that is a(x) ≡ a0, is based on

Proposition 3.2. Let the following BVP be given{
a0X

′′(x) + λX(x) = 0 , x ∈ I0 ,

X(−1) = X(+1) = 0 ,
(3.9)

where I0 := (−1,+1), then: a) the countable sets of the eigenvalues and the eigenfunc-
tions of the problem of two kinds are determined as follows (see Fig. 3.3)

λ1,µ ≡ σ21,µ = a0 (µπ)
2, λ2,µ ≡ σ22,µ = a0

(
µπ − π

2

)2
, (3.10)

X1,µ(x) = sin

(
σ1,µ√
a0

x

)
= sin (µπx) ,

X2,µ(x) = cos

(
σ2,µ√
a0

x

)
= cos

(2µ− 1)πx

2
;

(3.11)
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Fig. 3.1. Eigenfunctions (3.5): case 1 (a), case 2 (b); µ=1, 2, 3

b) eigenfunctions (3.11): 1) of each kind are orthogonal in L2,0; 2) of both kinds
are biorthogonal in L2,0, that is(

Xk,µ , Xk,γ

)
0
= ∥Xk,µ∥20 δµ,γ = δµ,γ ,

(
X1,µ , X2,γ

)
0
= 0 . (3.12)

We note that the eigenfunctions (3.8) are evidently to be the same as those (3.11)
of the second kind (cf. Figs. 3.2, b and 3.3, b).
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Fig. 3.2. Eigenfunctions (3.5): case 3 (a), and eigenfunctions (3.8): case 4 (b); µ=1, 2, 3

Fig. 3.3. Eigenfunctions (3.11), case 5: of the first (a) and second (b) kinds; µ = 1, 2, 3, 4

3.2. Applying SV to the IBVPD

The ansatz for the solution to the derived IBVPD (1.8) – (1.12) read

ˇ
u(t, x) =

ˇ
v(t, x) +

ˇ
w(t, x) , (3.13)

where: a) function
ˇ
v(t, x) is required; b) function

ˇ
w(t, x) is given as follows

ˇ
w(t, x) =

ˇ
ϕ1(x)h1(t) +

ˇ
ϕ2(x)h2(t) ; (3.14)
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c) blending functions
ˇ
ϕ1(x),

ˇ
ϕ2(x) satisfy the following conditionsˇ

ϕ1(−1) = 1 ;
ˇ
ϕ1(x) ≡ 0 , x ∈ K1 ;

ˇ
ϕ′′
1
(x) ∈ C (K0) ;

ˇ
ϕ2(+1) = 1 ;

ˇ
ϕ2(x) ≡ 0 , x ∈ K2 ;

ˇ
ϕ′′
2
(x) ∈ C (K0) ;

(3.15)

whereas their fluxes
ˇ
φj(x)=a(x)

ˇ
ϕ ′
j
(x) vanish on the dividing segment:

ˇ
φj(0) = 0,

to meet the transmission conditions (1.12).
Combining (3.13) – (3.15) with the IBVPD formulation (1.8), (1.11) yields to:

a) the initial conditions for the required function
ˇ
v(t, x)

∂
ˇ
v(0, x)

∂t
=
∂
ˇ
u(0, x)

∂t
− ∂

ˇ
w(0, x)

∂t
=

∗∗
u(x) − ∂

ˇ
w(0, x)

∂t
≡
ˇ

∗∗
v(x) ,

ˇ
v(0, x) =

ˇ
u(0, x) −

ˇ
w(0, x) =

∗
u(x) −

ˇ
w(0, x) ≡

ˇ

∗
v(x) ,

(3.16)

and b) reformulation of the IBVPD into the following auxiliary IBVPA wrt
ˇ
v(t, x)

S [
ˇ
v(t, x)] =

ˇ
g(t, x) , (t, x) ∈ D0 ,

∂
ˇ
v(0, x)

∂t
=
ˇ

∗∗
v(x)

ˇ
v(0, x) =

ˇ

∗
v(x)

 , x ∈ K0 ,

ˇ
v(t,−1) = 0

ˇ
v(t,+1) = 0

}
, t ∈ [0, T ] ,

(3.17)

where
ˇ
g(t, x) = −S [

ˇ
w(t, x)] is the right hand side of the above non-homogene-

ous wave equation, and the compatibility conditions hold:
ˇ

∗
v(−1) =

ˇ

∗
v(+1) = 0 ,

ˇ

∗∗
v(−1) =

ˇ

∗∗
v(+1) = 0 .

Then we: a) expand
ˇ
g(t, x) and

ˇ

∗
v(x),

ˇ

∗∗
v(x) into the series wrt

ˇ
Xµ(x) (3.5)

ˇ
g(t, x) =

∞∑
µ=1ˇ

gµ(t) ˇ
Xµ(x) , ˇ

∗
v(x) =

∞∑
µ=1

ˇ

∗
vµ ˇ
Xµ(x) , ˇ

∗∗
v(x) =

∞∑
µ=1

ˇ

∗
vµ ˇ
Xµ(x) ,

where the coefficients are determined directly by integration: ∥
ˇ
Xµ∥20 yµ=

(
y,

ˇ
Xµ

)
0
,

for y being
ˇ
g(t, x),

ˇ

∗
v(x), and

ˇ

∗∗
v(x), respectively; b) account for Prop. 3.1 and apply

ansatz (3.1) for the required solution to the IBVPA (3.17) as follows

ˇ
v(t, x) =

∞∑
µ=1

ˇ
Oµ(t) ˇ

Xµ(x) ; (3.18)

c) obtain the following Cauchy problems wrt the coefficient functions of (3.18)
ˇ
O′′

µ(t) + ˇ
α 2
µ ˇ
Oµ(t) =

ˇ
gµ(t) , t ∈ (0, T ] ,

ˇ
O ′

µ(0) = ˇ

∗∗
vµ

ˇ
Oµ(0) = ˇ

∗
vµ

}
,

µ ∈ N . (3.19)
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The solutions to the above Cauchy problems

ˇ
Oµ(t) = ˇ

∗
vµ cos

(
ˇ
αµt
)
+

ˇ
α−1
µ ˇ

∗∗
vµ sin

(
ˇ
αµt
)
+

ˇ
α−1
µ

ˆ t

0 ˇ
gµ(θ) sin

[
ˇ
αµ(t− θ)

]
dθ

can be presented shortly as

ˇ
Oµ(t) = ˇ

∗
vµ cos

(
ˇ
αµt
)
+

ˇ
α−1
µ ˇ

∗∗
vµ sin

(
ˇ
αµt
)
+

ˇ
α−1
µ

ˇ
gµ(t) ∗ sin

(
ˇ
αµt
)
, (3.20)

by invoking the notion of convolution.
Finally, the solution to the IBVPD (1.8), (1.11) reads

ˇ
u(t, x) =

∞∑
µ=1

ˇ
Oµ(t) ˇ

Xµ(x) +
ˇ
ϕ1(x)h1(t) +

ˇ
ϕ2(x)h2(t) . (3.21)

We note, that the flux of the above solution

ˇ
f(t, x) = a(x)

∂
ˇ
u(t, x)

∂x
=

∞∑
µ=1

ˇ
Oµ(t) ˇ

Fµ(x) +
ˇ
φ1(x)h1(t) +

ˇ
φ2(x)h2(t) (3.22)

is continuous and continuously differentiable wrt x over the segment K0 , due
to continuity and continuous differentiabilty of the fluxes

ˇ
Fµ(x) (refer to p. 96).

4. A classical approach to solve the IBVPD based on LT

4.1. Preliminaries to LT

For a function p(t), t ∈ [0,∞), its Laplace transform [7] is defined as follows

P (τ) = L [p(t)] :=

ˆ ∞

0
p(t) e−τt dt , τ = ξ + iη ∈ C , (4.1)

provided the original function p(t) satisfies the known sufficient conditions for
the image function P (τ) to exist.

Applying the Laplace transformation for solving second order partial differen-
tial equations and integro-differential equations of convolution type is based on:

a) the rule for the images of the first and second derivatives of the function p(t)

L
[
p ′(t)

]
= P (τ) τ − p(0) , L

[
p′′(t)

]
= P (τ) τ2 − p(0) τ − p ′(0) ;

b) the convolution theorem

L [p(t) ∗ q(t)] = L [p(t)] · L [q(t)] = P (τ) ·Q(τ) .

If the image function P (τ) for an original function p(t) is known, then applying
the inverse Laplace transformation [7], sometimes referred to as the Bromwich
integral, yields to the required original function as follows

p(t) = L−1 [P (τ)] =
1

2πi

ˆ ξ∗+i∞

ξ∗−i∞
P (τ) e+tτ dτ , (4.2)
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where ℜ τ = ξ∗ is a vertical straight line on the whole τ -plane lying to the right
of all the singularities of the image P (τ).

4.2. Applying LT to the BVP1 and BVP2

Applying (4.1) to the associated IBVPj (1.14), (1.16) yields to their images
being the following BVPj

dF1(τ, x)

dx
− τ2U1(τ, x) = −τ ∗

u(x)− ∗∗
u(x) , x ∈ I1 ,

U1(τ,−1) = H1(τ) ,

(4.3)


dF2(τ, x)

dx
− τ2U2(τ, x) = −τ ∗

u(x)− ∗∗
u(x) , x ∈ I2 ,

U2(τ,+1) = H2(τ) ,

(4.4)

wrt the images Uj(τ, x) of the solutions uj(t, x) to the IBVPj , where

Fj(τ, x) = aj
dUj(τ, x)

dx
(4.5)

are the fluxes of the images Uj(τ, x) (or, it is the same, the images of the fluxes
fj(t, x) of the solutions uj(t, x)). Both BVPj are supplemented with the images
of the matching conditions (1.19){

U1(τ, 0) = U2(τ, 0) ,

F1(τ, 0) = F2(τ, 0) .
(4.6)

4.3. Finding the image functions Uj(τ, x)

The equations of the BVPj (4.3), (4.4) are linear non-homogeneous ordinary
differential equations of the second order, and their 2-parameter solutions (usually
referred to as the general solutions) can be readily written as

U1(τ, x) = A1(τ, x) e
− τx

s1 + B1(τ, x) e
+
τx
s1 ,

U2(τ, x) = A2(τ, x) e
− τx

s2 + B2(τ, x) e
+
τx
s2 ,

(4.7)

where: a) the 1-parameter coefficient functions Aj(τ, x), Bj(τ, x) read
A1(τ, x) = A1,0(τ) +

Λ+
1 (τ ;−1, x)

s1τ
,

B1(τ, x) = B1,0(τ)−
Λ−
1 (τ ;−1, x)

s1τ
,

(4.8)
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A2(τ, x) = A2,0(τ)−

Λ+
2 (τ ;x,+1)

s2τ
,

B2(τ, x) = B2,0(τ) +
Λ−
2 (τ ;x,+1)

s2τ
;

(4.9)

b) the auxiliary functions involved in (4.8), (4.9) are as follows

Λ∓
j (τ ; a, b) =

1

2

ˆ b

a
[τ

∗
u(ξ)− ∗∗

u(ξ)] e
∓ τξ

sj dξ ; (4.10)

c) the parameter functions Aj,0(τ), Bj,0(τ) are undetermined; and d) s 2j = aj .
To determine four functions Aj,0(τ), Bj,0(τ) we need four conditions, they are

known to be: a) two boundary conditions of the BVP1 (4.3) and the BVP2 (4.4);
b) two matching conditions (4.6).

Due to the known images (4.7), we have for their boundary values at |x| = 1
the following expressions

U1(τ,−1)=

[
A1,0(τ) +

Λ+
1 (τ ;−1,−1)

s1τ︸ ︷︷ ︸
0

]
e
+

τ
s1 +

[
B1,0(τ)−

Λ−
1 (τ ;−1,−1)

s1τ︸ ︷︷ ︸
0

]
e
− τ
s1 ,

U2(τ,+1)=

[
A2,0(τ)−

Λ+
2 (τ ; +1,+1)

s2τ︸ ︷︷ ︸
0

]
e
− τ
s2 +

[
B2,0(τ) +

Λ−
2 (τ ; +1,+1)

s2τ︸ ︷︷ ︸
0

]
e
+

τ
s2 ,

and after simplifications the above expressions reduce to
U1(τ,−1) = A1,0(τ) e

+
τ
s1 + B1,0(τ) e

− τ
s1 ,

U2(τ,+1) = A2,0(τ) e
− τ
s2 + B2,0(τ) e

+
τ
s2 .

(4.11)

Doing in the same way, we obtain: a) the values of the images Uj(τ, x) and
b) their fluxes Fj(τ, x) at the midpoint x0 = 0

U1(τ, 0) =

[
A1,0(τ) +

Λ+
1 (τ ;−1, 0)

s1τ

]
+

[
B1,0(τ)−

Λ−
1 (τ ;−1, 0)

s1τ

]
,

U2(τ, 0) =

[
A2,0(τ)−

Λ+
2 (τ ; 0,+1)

s2τ

]
+

[
B2,0(τ) +

Λ−
2 (τ ; 0,+1)

s2τ

]
,

(4.12)


F1(τ, 0) = −s1τ A1,0(τ)− Λ+

1 (τ ;−1, 0) + s1τ B1,0(τ)− Λ−
1 (τ ;−1, 0) ,

F2(τ, 0) = −s2τ A2,0(τ) + Λ+
2 (τ ; 0,+1) + s2τ B2,0(τ) + Λ−

2 (τ ; 0,+1) .

(4.13)

Finally, substituting: a) the values (4.11) into the boundary conditions of
the BVP1 (4.3) and the BVP2 (4.4) respectively; then b) the values (4.12), (4.13)
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into the first and the second matching conditions (4.6) respectively, yields to
the following linear algebraic system wrt the required parameter functions

e
+

τ
s1 e

− τ
s1 0 0

0 0 e
− τ
s2 e

+
τ
s2

+s1s2 τ +s1s2τ −s1s2 τ −s1s2 τ

+s1 τ −s1τ −s2τ +s2τ





A1,0(τ)

B1,0(τ)

A2,0(τ)

B2,0(τ)


=



H1(τ)

H2(τ)

R1(τ)

R2(τ)


, (4.14)

where the rhs of the two last equations read

R1(τ) = − s2Λ
+
1 (τ ;−1, 0) + s2Λ

−
1 (τ ;−1, 0)

− s1Λ
+
2 (τ ; 0,+1) + s1Λ

−
2 (τ ; 0,+1) ,

R2(τ) = − Λ+
1 (τ ;−1, 0) − Λ−

1 (τ ;−1, 0)

− Λ+
2 (τ ; 0,+1) − Λ−

2 (τ ; 0,+1) .

(4.15)

We present the expression for the determinant of the system (4.14), (4.15)

∆0(τ) = s1s2 τ

[
(s1 − s2)

(
e−θ1τ − e+θ1τ

)
+ (s1 + s2)

(
e−θ2τ − e+θ2τ

)]
, (4.16)

θ1 =
(s1 − s2) τ

s1s2
, θ2 =

(s1 + s2) τ

s1s2
,

since this expression is important both for: a) solving the system and b) choo-
sing the method of inversion of the images Uj(τ, x) of the solutions uj(τ, x) to
the associated IBVPj (1.14), (1.16).

5. A non-classical approach to solve the IBVPD based on SV+LT

5.1. Preliminaries to applying SV

In case of identically constant coefficient function a(x) ≡ a0 an alternative
approach to SV (compared to that of (3.2))

1

a0

O′′(t)

O(t)
=
X ′′(x)

X(x)
= −λ , λ > 0 , (5.1)

yields to the following BVP wrt X(x){
X ′′(x) + λX(x) = 0 , x ∈ I0 ,

X(∓1) = 0 .
(5.2)
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not involving a0 (cf. the BVP (3.9) and its eigenvalues (3.10) and eigenfunc-
tions (3.11)). The above BVP is known to have the countable sets of the eigen-
values and eigenfunctions of two kinds

λ1,µ ≡ α 2
µ = (µπ)2 , Yµ(x) = sin

(
αµx

)
,

λ2,µ ≡ ω 2
µ =

(
µπ − π

2

)2
, Zµ(x) = cos

(
ωµx

)
.

(5.3)

The eigenfunctions (5.3): a) of each kind are orthogonal in L2,0; b) of both kinds
are biorthogonal in L2,0. The eigenfunctions Yµ(x) of the first kind (see Fig. 3.3, a)
are responsible for the string inclination to the x-axis (the undisturbed string po-
sition) at the midpoint x0=0 of the segmentK0, whereas the eigenfunctions Zµ(x)
of the second kind (see Fig. 3.3, b) are responsible for the string standoff from
the x-axis at the midpoint.

For solving the IBVPD, using a non-classical approach, we cut the segment K0

down the midpoint x0=0 and obtain functions of two kinds: a) Y1,µ(x)=Yµ(x),
Z1,µ(x)=Zµ(x) for the left subsegmentK1 and b) Y2,µ(x)=Yµ(x), Z2,µ(x)=Zµ(x)

for the right subsegment K2. The functions
{
Yj,µ(x)

}∞
µ=1

,
{
Zj,µ(x)

}∞
µ=1

of each
kind are orthogonal in L2,j=L2(Kj) , but they are not biorthogonal, that is

(
Yj,µ, Yj,γ

)
j
=
(
Zj,µ, Zj,γ

)
j
=

1

2
δµ,γ ,

(
Yj,µ, Zj,γ

)
j
= ∓

αµ

α2
µ − ω2

γ

̸= 0 , (5.4)

where

(pj , qj)j =

ˆ
Kj

pj(x) qj(x) dx = ∓
ˆ ∓1

0
pj(x) qj(x) dx (5.5)

is the inner product of two elements pj(x), qj(x) ∈ L2,j , whereas (rj , rj)j = ∥rj∥2j
is the norm of an element rj(x) ∈ L2,j .

Due to completeness of
{
Yj,µ(x)

}∞
µ=1

and
{
Zj,µ(x)

}∞
µ=1

(separetely) on Kj ,
any function rj(x), smooth on Kj and vanishing at the end points of Kj , can
be expanded in series of

{
Yj,µ(x)

}∞
µ=1

or
{
Zj,µ(x)

}∞
µ=1

, uniformly convergent
on Kj . But, for smooth functions rj(x) not vanishing at the midpoint x0=0 (this
is the case as for: a) the solutions uj(t, x) to the associated IBVPj of Sect. 1,
as b) the solutions vj(t, x) to the auxiliary IBVPAj (5.11), (5.12), introduced
below) expansions in series of

{
Yj,µ(x)

}∞
µ=1

are not valid. Therefore, choosing{
Zj,µ(x)

}∞
µ=1

for representing on Kj smooth functions rj(x), we nevertheless ac-
count that ‘the fluxes’ Ψj,µ(x)=aj Z

′
j,µ(x) vanish at the midpoint identically on µ

and meet the second condition (1.19) only in a trivial way. To avoid this, we will
introduce ’manually’ correction terms ϕj+4(x) kj(t) in the series solutions uj(t, x)
for the string to have a non-vanishing inclination at the midpoint.
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5.2. Applying SV to the IBVP1 and the IBVP2

The ansatze for the solutions to the associated IBVPj of Sect. 1 read

uj(t, x) = vj(t, x) + wj(t, x) , (5.6)

where: a) the functions vj(t, x) are required; b) the functions wj(t, x) are given
as follows

wj(t, x) = ϕj(x)hj(t) + ϕj+2(x)hj+2(t) + ϕj+4(x) kj(t) , (5.7)

c) the blending functions ϕj+ν(x), ν∈{0, 2, 4}, satisfy the following boundary
ϕ1(−1) = 1 , ϕ1(0) = 0 ,

ϕ3(−1) = 0 , ϕ3(0) = 1 ,

ϕ5(−1) = 0 , ϕ5(0) = 0 ,


ϕ2(0) = 0 , ϕ2(+1) = 1 ,

ϕ4(0) = 1 , ϕ4(+1) = 0 ,

ϕ6(0) = 0 , ϕ6(+1) = 0 ,

(5.8)

and regularityψ1+ν(x) ≡ φ ′
1+ν(x) ≡

(
a1 ϕ

′
1+ν(x)

)′ ≡ a1 ϕ
′′
1+ν(x) ∈ C [−1, 0] ,

ψ2+ν(x) ≡ φ ′
2+ν(x) ≡

(
a2 ϕ

′
2+ν(x)

)′ ≡ a2 ϕ
′′
2+ν(x) ∈ C [0,+1] ,

(5.9)

conditions, whereas their fluxes φj+ν(x) = aj ϕ
′
j+ν(x) obey the following condi-

tions at the midpoint: φj(0) = 0, φj+2(0) = 0, φj+4(0) = aj , ψj+4(0) = 0, and
for convenience we denote bj+2 :=ψj+2(0); d) hj+2(t) and kj(t) are the required
corrections to the standoff and inclination of the left (j=1) and right (j=2) parts
of the string on the dividing segment to meet the matching conditions (1.19).

Assuming that hj+2(0)=
∗
u(0), h ′

j+2(0)=
∗∗
u(0) and combining (5.6) – (5.8) yield

to: a) the initial conditions for vj(t, x)
vj(0, x) = uj(0, x) − wj(0, x) ≡ ∗

vj(x) ,

∂vj(0, x)

∂t
=
∂uj(0, x)

∂t
−
∂wj(0, x)

∂t
≡ ∗∗
vj(x) ;

(5.10)

b) reformulation of the IBVP1 (1.14), (1.15) into the auxiliary IBVPA1 wrt v1(t, x)

S [v1(t, x)] = g1(t, x) , (t, x) ∈ D1 ,

∂v1(0, x)

∂t
=

∗∗
v(x)

v1(0, x) =
∗
v(x)

 , x ∈ [−1, 0] ,

v1(t,−1) = 0

|v1(t, 0)| <∞

}
, t ∈ [0, T ] ;

(5.11)
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c) reformulation of the IBVP2 (1.16), (1.17) into the auxiliary IBVPA2 wrt v2(t, x)

S [v2(t, x)] = g2(t, x) , (t, x) ∈ D2 ,

∂v2(0, x)

∂t
=

∗∗
v(x)

v2(0, x) =
∗
v(x)

 , x ∈ [0,+1] ,

|v2(t, 0)| <∞

v2(t,+1) = 0

}
, t ∈ [0, T ] ;

(5.12)

where

gj(t, x)= −S wj(t, x)= − ϕj(x)h
′′
j (t) − ϕj+2(x)h

′′
j+2(t) − ϕj+4(x) k

′′
j (t)

+ ψj(x)hj(t) + ψj+2(x)hj+2(t) + ψj+4(x) kj(t) .
(5.13)

Then the right hand sides (5.13) of the above non-homogeneous wave equations
S
[
vj(t, x)

]
= gj(t, x) and the initial functions ∗

vj(x),
∗∗
vj(x) (5.10) are expanded

into the series wrt Zj,µ(x)

gj(t, x) =
∞∑
µ=1

gj,µ(t)Zj,µ(x) ,
∗
vj(x) =

∞∑
µ=1

∗
vj,µ Zj,µ(x) ,

∗∗
vj(x) =

∞∑
µ=1

∗∗
vj,µ Zj,µ(x) ,

where the expanded form of gj,µ(t) reads

gj,µ(t) = − ϕj,µ h
′′
j (t) − ϕj+2,µ h

′′
j+2(t) − ϕj+4,µ k

′′
j (t)

+ aj ϕ
⋆
j,µ hj(t) + aj ϕ

⋆
j+2,µ hj+2(t) + aj ϕ

⋆
j+4,µ kj(t) ,

(5.14)

and the subcoefficients ϕj+ν,µ, ϕ⋆j+ν,µ are as follows∥∥Zj,µ

∥∥2
j
ϕj+ν,µ =

(
ϕj+ν , Zj,µ

)
j
,

∥∥Zj,µ

∥∥2
j
ϕ⋆j+ν,µ =

(
ϕ′′j+ν , Zj,µ

)
j
. (5.15)

Substituting the ansatze for the solutions to the IBVPAj (5.11), (5.12)

vj(t, x) =

∞∑
µ=1

Oj,µ(t)Zj,µ(x) (5.16)

into the IBVPAj yields to the Cauchy problems wrt the coefficient functionsOj,µ(t)
O′′

j,µ(t) + ω 2
µ Oj,µ(t) = gj,µ(t) , t ∈ (0, T ] ,

O ′
j,µ(0) =

∗∗
vj,µ

Oj,µ(0) =
∗
vj,µ

 ,
µ ∈ N . (5.17)
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The resulting expressions for the coefficients can be readily presented in the con-
volution form as follows

Oj,µ(t) =
∗
vj,µ cos

(
ωµt
)
+ ω−1

µ
∗∗
vj,µ sin

(
ωµt
)
+ ω−1

µ gj,µ(t) ∗ sin
(
ωµt
)
. (5.18)

Finally, the ansatze (5.6) give the solutions to the IBVPj
uj(t, x) =

∞∑
µ=1

Oj,µ(t)Zj,µ(x)

+ ϕj(x)hj(t) + ϕj+2(x)hj+2(t) + ϕj+4(x) kj(t) .

(5.19)

We need further the first order partial derivatives of the solutions (5.19) and
the flux, calculated here in advance as follows

∂uj(t, x)

∂t
=

∞∑
µ=1

O ′
j,µ(t)Zj,µ(x)

+ ϕj(x)h
′
j(t) + ϕj+2(x)h

′
j+2(t) + ϕj+4(x) k

′
j(t) ,

(5.20)


∂uj(t, x)

∂x
=

∞∑
µ=1

Oj,µ(t)Z
′
j,µ(x)

+ ϕ ′
j(x)hj(t) + ϕ ′

j+2(x)hj+2(t) + ϕ ′
j+4(x) kj(t) ,

(5.21)


fj(t, x) =

∞∑
µ=1

Oj,µ(t)Ψj,µ(x)

+ φj(x)hj(t) + φj+2(x)hj+2(t) + φj+4(x) kj(t) ,

(5.22)

where Ψj,µ(x) = aj Z
′
j,µ(x) are the fluxes of Zj,µ(x), and the first order differen-

tiation of the coefficient functions (5.18)

O ′
j,µ(t) = −ωµ

∗
vj,µ sin

(
ωµt
)
+

∗∗
vj,µ cos

(
ωµt
)
+ gj,µ(t) ∗ cos

(
ωµt
)

(5.23)

is performed accounting for the formula

(p(t) ∗ q(t)) ′ = p(t) q(0) + p(t) ∗ q ′(t) . (5.24)

5.3. Matching the solutions to the IBVP1 and the IBVP2

Matching the obtained solutions (5.19) to the IBVP1 (1.14), (1.15) and IBVP2

(1.16), (1.17) of Sect. 1 follows the procedure:
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a) to substitute uj(t, x) into the matching conditions (1.19) on p. 93, as follows

∞∑
µ=1

O1,µ(t)Z1,µ(0) + ϕ1(0)h1(t) + ϕ3(0)h3(t) + ϕ5(0) k1(t)

=

∞∑
µ=1

O2,µ(t)Z2,µ(0) + ϕ2(0)h2(t) + ϕ4(0)h4(t) + ϕ6(0) k2(t) ,

(5.25)



∞∑
µ=1

O1,µ(t)Ψ1,µ(0) + φ1(0)h1(t) + φ3(0)h3(t) + φ5(0) k1(t)

=

∞∑
µ=1

O2,µ(t)Ψ2,µ(0) + φ2(0)h2(t) + φ4(0)h4(t) + φ6(0) k2(t) ;

(5.26)

b) to account for: 1) the values Zj,µ(0) = 1, Ψj,µ(0) = ajZ
′
j,µ(0) = aj ωµ, and

2) the boundary conditions (5.8) imposed on the blending functions ϕj+m(x) and
their fluxes φj+m(x) = aj ϕ

′
j+m(x), to obtain the following equations wrt hj+2(t)

and kj(t)
∞∑
µ=1

O1,µ(t) + h3(t) =
∞∑
µ=1

O2,µ(t) + h4(t) ,

a1k1(t) = a2 k2(t) ,

t ∈ [0, T ] . (5.27)

Since the system (5.27) is incomplete (it involves two equations wrt four un-
known functions hj+2(t) and kj(t)), we supply it with the following condition

∂f1(t, 0)

∂x
=
∂f2(t, 0)

∂x
, t ∈ [0, T ] , (5.28)

being the flux continuous differentiability on the dividing segment (the flux (3.22)
of the solution (3.21) obtained in Sect. 3 this condition holds). Then:

a) substituting uj(t, x) (5.19) into the above condition

∞∑
µ=1

O1,µ(t)Ψ
′
1,µ(0) + ψ1(0)h1(t) + ψ3(0)h3(t) + ψ5(0) k1(t)

=
∞∑
µ=1

O2,µ(t)Ψ
′
2,µ(0) + ψ2(0)h2(t) + ψ4(0)h4(t) + ψ6(0) k2(t) ;

(5.29)

b) accounting for: 1) the values Ψ ′
j,µ(0)=−aj ω2

µ; 2) the boundary conditions
imposed on ψj+m(x)=φ ′

j+m(x), gives one more equation wrt hj+2(t) and kj(t)

a1

∞∑
µ=1

ω2
µO1,µ(t)+a1b3 h3(t) = a2

∞∑
µ=1

ω2
µO2,µ(t)+a2b4 h4(t) , t ∈ [0, T ] . (5.30)
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Now the difference between the number of unknown functions hj+2(t), kj(t)
and the number of equations (5.27), (5.30) is equal to one, so we need one more
additional equation to obtain a complete system to find the required functions.

In contrast to the local equations (5.27), (5.30), valid on the dividing segment,
we can choose: a) the nonlocal total energy rate equation (2.2)

2∑
j=1

[
Ω ′
j(t) + Π ′

j(t)
]
= A(t) , t ∈ [0, T ] , (5.31)

or b) the nonlocal total energy equation (2.3)

2∑
j=1

[
Ωj(t) + Πj(t)− Ωj(0)−Πj(0)

]
=

ˆ t

0
A(t) , t ∈ [0, T ] , (5.32)

as the required additional equation: 1) both (5.31), (5.32) are composed of those
respective equations (2.4) and (2.5) for the parts of the string; 2) the kinetic and
potential energy are presented as

Ωj(t) =
1

2

ˆ
Kj

[
∂uj(t, x)

∂t

]2
dx , Πj(t) =

aj
2

ˆ
Kj

[
∂uj(t, x)

∂x

]2
dx , (5.33)

3) the power of the external forces acting on the ends of the ‘string’ reads

A(t) = a2
∂u2(t,+1)

∂x
h ′
2(t)− a1

∂u1(t,−1)

∂x
h ′
1(t) , (5.34)

and 4) the partial derivatives in (5.33), (5.34) are those given by (5.20), (5.21).
Thus, we have obtained the system involving four equations wrt four unknown

functions hj+2(t) and kj(t), three equations of the system are given by (5.27),
(5.30), whereas the fourth is one of (5.31), (5.32).

The second equation of (5.27) is a trivial algebraic relation, whereas the first
one is a linear integro-differential equation of convolution type, its expanded form
(due to the resulting expression (5.18) for Oj,µ(t)) reads

−
¯
ϕ1(t) ∗ h′′1(t) −

¯
ϕ3(t) ∗ h′′3(t) −

¯
ϕ5(t) ∗ k′′1(t) + ¯

∗
v1(t) + ¯

∗∗
v1(t)

+ a1
¯
ϕ⋆
1
(t) ∗ h1(t) + a1

¯
ϕ⋆
3
(t) ∗ h3(t) + a1

¯
ϕ⋆
5
(t) ∗ k1(t) + h3(t)

= −
¯
ϕ2(t) ∗ h′′2(t) −

¯
ϕ4(t) ∗ h′′4(t) −

¯
ϕ6(t) ∗ k′′2(t) + ¯

∗
v2(t) + ¯

∗∗
v2(t)

+ a2
¯
ϕ⋆
2
(t) ∗ h2(t) + a2

¯
ϕ⋆
4
(t) ∗ h4(t) + a2

¯
ϕ⋆
6
(t) ∗ k2(t) + h4(t) ,

(5.35)

where the once underlined functions of t are determined by the following series
¯
∗
vj(t) =

∞∑
µ=1

∗
vj,µ cos

(
ωµt
)
,

¯
∗∗
vj(t) =

∞∑
µ=1

ω−1
µ

∗∗
vj,µ sin

(
ωµt
)
,

¯
ϕj+ν(t) =

∞∑
µ=1

ω−1
µ ϕj+ν,µ sin

(
ωµt
)
,

¯
ϕ⋆
j+ν

(t) =

∞∑
µ=1

ω−1
µ ϕ⋆j+ν,µ sin

(
ωµt
)
.

(5.36)
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The same is true for the equation (5.30) written in its expanded form as follows

− a1
¯̄
ϕ1(t) ∗ h′′1(t) − a1

¯̄
ϕ3(t) ∗ h′′3(t) − a1

¯̄
ϕ5(t) ∗ k′′1(t) + a1

¯̄

∗
v1(t) + a1

¯̄

∗∗
v1(t)

+ a21
¯̄
ϕ⋆
1
(t) ∗ h1(t) + a21

¯̄
ϕ⋆
3
(t) ∗ h3(t) + a21

¯̄
ϕ⋆
5
(t) ∗ k1(t) + b3a1 h3(t)

=

− a2
¯̄
ϕ2(t) ∗ h′′2(t) − a2

¯̄
ϕ4(t) ∗ h′′4(t) − a2

¯̄
ϕ6(t) ∗ k′′2(t) + a2

¯̄

∗
v2(t) + a2

¯̄

∗∗
v2(t)

+ a22
¯̄
ϕ⋆
2
(t) ∗ h2(t) + a22

¯̄
ϕ⋆
4
(t) ∗ h4(t) + a22

¯̄
ϕ⋆
6
(t) ∗ k2(t) + b4a2 h4(t) ,

(5.37)

where the twice underlined functions of t are determined by the following series
¯̄

∗
vj(t) =

∞∑
µ=1

ω2
µ

∗
vj,µ cos

(
ωµt
)
,

¯̄

∗∗
vj(t) =

∞∑
µ=1

ωµ
∗∗
vj,µ sin

(
ωµt
)
,

¯̄
ϕj+ν(t) =

∞∑
µ=1

ωµ ϕj+ν,µ sin
(
ωµt
)
,

¯̄
ϕ⋆
j+ν

(t) =
∞∑
µ=1

ωµ ϕ
⋆
j+ν,µ sin

(
ωµt
)
.

(5.38)

5.4. Finding the image functions Hj+2(τ )

Applying the Laplace transformation (4.1) to the linear integro-differential
equations (5.35) – (5.38) wrt the origins hj+2(t) and kj(t) yields to the following
linear algebraic non-homogeneous equations wrt the images Hj+2(τ) and Kj(τ)

[
1 − ˆ

¯
Φ4(τ)

]
H4(τ) −

[
1 − ˆ

¯
Φ3(τ)

]
H3(τ) = ¯

D2(τ) − ¯
D1(τ) ,

a2

[
b4 − ˆ

¯̄
Φ
4
(τ)
]
H4(τ) − a1

[
b3 − ˆ

¯̄
Φ
3
(τ)
]
H3(τ) = a2

¯̄
D2(τ) − a1

¯̄
D1(τ) ,

(5.39)

where the right hand sides are calculated using the following generic functions

Dj(τ) = − Vj(τ) + Φ̂j+0(τ)Hj(τ) − Φj+0(τ)
[
hj+0(0) τ + h ′

j+0(0)
]

− Φj+2(τ)
[
hj+2(0) τ + h ′

j+2(0)
]

+ Φ̂j+4(τ)Kj(τ) − Φj+4(τ)
[
kj (0) τ + k ′

j (0)
]
.

(5.40)

For obtaining the once
¯
Dj(τ) and twice

¯̄
Dj(τ) underlined functions on the rhs

of (5.39) one should replace all the functions of τ in (5.40) with the corresponding
once and twice underlined functions of τ , determined by the following series

¯
Φj+m(τ) =

∞∑
µ=1

ϕj+m,µ

τ2 + ω 2
µ

,
¯̄
Φj+m(τ) =

∞∑
µ=1

ω 2
µ

ϕj+m,µ

τ2 + ω 2
µ

,

¯
Φ⋆
j+m(τ) =

∞∑
µ=1

ϕ⋆j+m,µ

τ2 + ω 2
µ

,
¯̄
Φ⋆
j+m(τ) =

∞∑
µ=1

ω 2
µ

ϕ⋆j+m,µ

τ2 + ω 2
µ

,

(5.41)
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¯
Vj(τ) =

∞∑
µ=1

∗
vj,µ τ +

∗∗
vj,µ

τ2 + ω2
µ

, ˆ
¯
Φj+m(τ) = τ2

¯
Φj+m(τ)− aj ¯

Φ⋆
j+m(τ) ,

¯̄
Vj(τ) =

∞∑
µ=1

ω 2
µ

∗
vj,µ τ +

∗∗
vj,µ

τ2 + ω2
µ

, ˆ
¯̄
Φ
j+m

(τ) = τ2

¯̄
Φj+m(τ)− aj

¯̄
Φ⋆
j+m(τ) .

(5.42)

Note that: a) the images Kj(τ) are placed on the right hand side of (5.39),
as if the former images were known, to solve (5.39) wrt the images Hj+2(τ)
in an iterative manner; b) the second equation of (5.27) is not used explicitly
to retain (5.39) in symmetric form wrt Kj(τ).

Invoking the Cramer rule yields to the unique solution to (5.39) as follows

H3(τ) =
∆3(τ)

∆0(τ)
, H4(τ) =

∆4(τ)

∆0(τ)
, (5.43)

where the determinants are

∆0(τ) =

∣∣∣∣∣∣∣
[
1 − ˆ

¯
Φ3(τ)

] [
1 − ˆ

¯
Φ4(τ)

]
a1

[
b3 − ˆ

¯̄
Φ
3
(τ)
]

a2

[
b4 − ˆ

¯̄
Φ
4
(τ)
]

∣∣∣∣∣∣∣ , (5.44)

∆3(τ) =

∣∣∣∣∣∣∣
[
1 − ˆ

¯
Φ4(τ)

] [
¯
D2(τ)− ¯

D1(τ)
]

a2

[
b4 − ˆ

¯̄
Φ
4
(τ)
] [

a2
¯̄
D2(τ)− a1

¯̄
D1(τ)

]
∣∣∣∣∣∣∣ , (5.45)

∆4(τ) =

∣∣∣∣∣∣∣
[
1 − ˆ

¯
Φ3(τ)

] [
¯
D2(τ)− ¯

D1(τ)
]

a1

[
b3 − ˆ

¯̄
Φ
3
(τ)
] [

a2
¯̄
D2(τ)− a1

¯̄
D1(τ)

]
∣∣∣∣∣∣∣ . (5.46)

We present the extended expression for the determinant of the system (5.39)

∆0(τ) = a1

(
b3 − ˆ

¯̄
Φ
3
(τ)− b1

ˆ
¯
Φ4(τ) +

ˆ
¯̄
Φ
3
(τ) ˆ

¯
Φ4(τ)

)
− a2

(
b4 − ˆ

¯̄
Φ
4
(τ)− b2 ˆ¯

Φ3(τ) + ˆ
¯
Φ3(τ) ˆ

¯̄
Φ
4
(τ)
)
,

(5.47)

since this expression is important both for: a) solving the system and b) choosing
the inversion method for the images Hj+2(τ).

5.5. Finding the functions kj(t)

Substituting the known expressions (5.20), (5.21) into (5.33) yields to the fol-
lowing expressions for the kinetic and potential energy for both parts of the string

2Ωj(t) = Ωj,0 k
′ 2
j (t) + 2Ωj,1(t) k

′
j(t) + Ωj,2(t) ,

a−1
j 2Πj(t) = Πj,0 k

2
j (t) + 2Πj,1(t) kj(t) + Πj,2(t) ,

(5.48)
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where the leading coefficients are constant: Ωj,0 = ∥ϕj+4∥2j , Πj,0 = ∥ϕ ′
j+4∥2j , and

the other coefficients read

Ωj,1(t) =
∞∑
µ=1

(
Zj,µ, ϕj+4

)
j
O ′

j,µ(t) +
2∑

ν=0

(
ϕj+ν , ϕj+4

)
j
h ′
j+ν(t) ,

Πj,1(t) =

∞∑
µ=1

(
Z ′
j,µ, ϕ

′
j+4

)
j
Oj,µ(t) +

2∑
ν=0

(
ϕ ′
j+ν , ϕ

′
j+4

)
j
hj+ν(t) ,

(5.49)

Ωj,2(t) =
∞∑
µ=1

∥Zj,µ∥2j O ′ 2
j,µ(t) + 2

2∑
ν=0

( ∞∑
µ=1

(
Zj,µ, ϕj+ν

)
j
O ′

j,µ(t)

)
h ′
j+ν(t)

+

2∑
ν=0

∥ϕj+ν∥2j h ′ 2
j+ν(t) + 2

(
ϕj , ϕj+2

)
j
h ′
j(t)h

′
j+2(t) ,

Πj,2(t) =
∞∑
µ=1

∥Z ′
j,µ∥2j O 2

j,µ(t) + 2
2∑

ν=0

( ∞∑
µ=1

(
Z ′
j,µ, ϕ

′
j+ν

)
j
Oj,µ(t)

)
hj+ν(t)

+

2∑
ν=0

∥ϕ ′ 2
j+ν∥2j h 2

j+ν(t) + 2
(
ϕ ′
j , ϕ

′
j+2

)
j
hj(t)hj+2(t) ,

(5.50)

where the inner products in L2,j are defined in (5.5); whereas substituting(5.21)
into (5.34) is performed straightforwardly and is not presented here.

Note that: a) the kinetic and potential energy (5.48) are presented as de-
pendent on k ′

j(t) and kj(t), whereas the functions hj+2(t) and their derivatives
are ‘hidden’ in the expressions of the coefficients (5.49), (5.50), as if hj+2(t) were
known, to solve the total energy equation (5.32) or the total energy rate equa-
tion (5.31) wrt kj(t) in an iterative manner; b) the second equation of (5.27) is
not used explicitly to retain both energy equations, (5.32) and (5.31), in symmet-
ric form wrt kj(t) and their derivatives.

The total energy equation (5.32), (5.48) – (5.50) is a nonlinear second order
integro-differential equation: a) the second order derivatives of the required func-
tions hj(t), kj(t) are involved in Oj,µ(t) (5.18) and O ′

j,µ(t) (5.24) through the con-
volution terms gj,µ(t) ∗ sin

(
ωµt
)

and gj,µ(t) ∗ cos
(
ωµt
)

respectively, where gj,µ(t)
are given in (5.14); and b) nonlinearity stems from the products and squares of
the first order derivatives of the required functions outside the convolution terms.

The total energy rate equation (5.31), (5.48) – (5.50) is a nonlinear second or-
der integro-differential equation as well as (5.32), but, in contrast to the latter, it:
a) involves second order derivatives of the required functions hj(t), kj(t) outside
the convolution terms; b) is linear wrt the former derivatives.



6. Conclusions

We have considered three approaches to solve the IBVPO (the original IBVP)
for the composite string with piece-wise constant elastic properties based on:

a) SV applied directly to the IBVPO, not followed by matching, since the for-
mer is build-in into SV;

b) LT applied to the associated IBVPs posed for both parts of the string with
constant properties, then solving the transformed IBVPs and matching the solu-
tions to the transformed IBVPs;

c) SV applied to the associated IBVPs and followed by matching the solutions
to the IBVPs, matching involves applying LT to three matching conditions and
solving an ordinary differential equation for one matching condition.

In cases a) and b) matching needs two local conditions, being continuity of
the solution and its flux; whereas in case c) matching needs two more condi-
tions, one of which is local, being continuous differentiability of the flux, and
the other is non-local, being the energy equation. Both cases b) and c) need
applying the procedures of the inverse Laplace transformation, being sometimes
quite sophisticated. Therefore, final comparing the cases b) and c) will be possible
after completing the procedures of the inversion and will be presented in the next
publication on the subject.
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Abstract. In this article, for the first time, the first boundary value problem for the
equation of thermal conductivity with a variable diffusion coefficient and with a nonlinear
term, which depends on the sought function with the deviation of the argument, is solved.
For such equations, the initial condition is set on a certain interval. Physical and technical
reasons for delays can be transport delays, delays in information transmission, delays in
decision-making, etc. The most natural are delays when modeling objects in ecology,
medicine, population dynamics, etc. Features of the dynamics of vehicles in different
environments (water, land, air) can also be taken into account by introducing a delay.
Other physical and technical interpretations are also possible, for example, the molecular
distribution of thermal energy in various media (solid bodies, liquids, etc.) is modeled
by heat conduction equations. The Green’s function of the first boundary value problem
is constructed for the nonlinear equation of heat conduction with a deviation of the
argument, its properties are investigated, and the formula for the solution is established.

Key words: heat nonlinear equation, boundary value problem, Green’s function; devia-
tion argument.
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1. Introduction

Thermal conductivity is the molecular distribution of thermal energy in var-
ious solids, liquids and gases due to the difference in temperature and due to
the fact that the particles are in direct contact with each other. The process
of heat conduction was first described by Jean Baptiste Joseph Fourier (1768 -
1830) in 1807 in the work "Equations with partial derivatives for heat conduc-
tion in solids". A description of the results of other scientists who studied and
developed this theory is presented by T.N. Narasimhan [1]. Based on different cri-
teria, models of heat conduction processes are divided into two groups of models
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using integral and fractional order derivatives. In this paper the solution of the
first boundary value problem for the heat conduction equation with the variable
diffusion coefficient and deviation of the argument is found.

If the evolution of the concentration of impurities, point defects, and the
temperature field is studied, then the corresponding transfer coefficients are not
constant values. Non-stationary models of one-dimensional heat conduction are
described by the equation of heat conduction [2]. Different methods of solving this
problem are described in [3], [4]. Applied aspects of such problems are described
in [5], [6].

Processes with spatially dependent transmission coefficients or a desired ther-
mal field are well studied and sufficiently describe processes in heterogeneous and
nonlinear media [2], applied problems for modelling and research, whose trans-
mission coefficients depend on time change, are also described here. At the same
time, physically adequate modelling of thermal processes often requires their in-
vestigation in a semi-limited region [7].

In our paper, for the first time, we consider the first boundary value problem
for a non-homogeneous nonlinear equation with a deviation of the argument and
a variable diffusion coefficient in a semi-bounded domain, which generalizes the
corresponding problem for [9].

2. Statement of the First Boundary Problem

Let a > 0, h > 0 be real numbers; x ∈ R+, t ∈ R+, are independent variables;
f, φ, µ,D > 0 are known continuous functions; u(x, t) is the desired function
that describes the evolution of the system defined on the semi-axis x ∈ R+for all
t ∈ R+. We will study the problem

ut = D(t)uxx + f(x, t, u(x, Ih(t))), x > 0, t > h, (2.1)
u(x, t)|0≤t≤h = φ(x, t), x ≥ 0 (2.2)

u(0, t) = µ(t), t ≥ h (2.3)

which is the first boundary value problem, where the functions φ(x, t) ∈ C(R+ ×
{0 ≤ t ≤ h}) is initial function, µ(t) ∈ C (R+

n ) is boundary function, R+
h ≡ {t; t ≥

h}, R+ ≡ {x;x ≥ 0}), f(x, t, u) ∈ C
(
R+ ×R+

h ×R
)

is the inhomogeneity of
equation (2.1) is well known. If a smooth solution of the problem (2.1)–(2.3) is
sought up to the limit, then the initial and marginal functions must be consistent
φ(0, h) = µ(h).

3. The Steps Method

Let x ∈ R+, then u(x, Ih(t)) = φ(x, t), and from (2.1)–(2.3) we get the prob-
lem:

ut = D(t)uxx + f(x, t, φ(x, t)), x > 0, h < t < 2h, (3.1)
u(x, t)|t=h = φ(x, h), x ≥ 0, (3.2)

u(0, t) = µ(t), t ≥ h (3.3)
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with the conditions of agreed φ(0, h) = µ(h).
We will solve a problem (3.1)–(3.3) in the form of sum of three functions

u(x, t) = u1(x, t) + u2(x, t) + u3(x, t), (3.4)

where ui, 1 ≤ i ≤ 3, respectively, take into account the influence only initial
condition, the boundary condition and the inhomogeneity of the, that is, they are
the solutions of such problems.

Problem 1. Find a function u1(x, t) that satisfies the conditions

∂u(x, t)

∂t
= D(t)

∂2u(x, t)

∂x2
, x > 0, h < t < 2h, (3.5)

u(x, h) = φ(x, h), x ≥ 0, (3.6)
u(0, t) = 0, h ≤ t ≤ 2h, (3.7)

moreover, φ(0, h) = u(0, h) = 0 is a condition of agreement.
Problem 2. Find a function u2(x, t) that satisfies equation (3.5) and condi-

tions

u(x, h) = 0, x ≥ 0, (3.8)
u(0, t) = µ(t), h ≤ t ≤ 2h, (3.9)

moreover, µ(h) = 0 is a condition of agreement.
Problem 3. Find the function u3(x, t) that satisfies equation (2.1) and con-

ditions (3.7), (3.8), which are agreed.

3.1. Solving problem 1

Let’s expand the domain of definition of equation (3.5) and the initial con-
dition to x ∈ R, h ≤ t ≤ 2h and solve it by separating of variables method
(u1(x, t) = X(x)T (t). and after rearrangement in (3.5) and separation of vari-
ables, we obtain that T (t) = C(λ)e−λ2Ih(t), Ih(t) =

´ t
hD(τ) dτ , X(x) = eiλx,

where λ is the variable separation parameter. Then the solution is u1(x, t, λ) =
C(λ)e−λ2Ih(t)+iλx, λ ∈ R and to take into. account all λ ∈ R we create a function

u1(x, t) =

ˆ ∞

−∞
C(λ)e−λ2Ih(t)+iλxdλ, x ∈ R, h ≤ t ≤ 2h,

which satisfies condition (3.6). Then we get that

φ(x, h) =

ˆ ∞

−∞
C(λ)eiλx dλ,

C(λ) =
1

2π

ˆ ∞

−∞
φ(ξ, h)e−iλξ dξ, λ ∈ R,

u1(x, t) =

ˆ ∞

−∞

1

2π

{ˆ ∞

−∞
e−λ2Ih(t)+iλ(x−ξ)dλ

}
φ(ξ, h) dξ.
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The inner integral calculated

1

2π

ˆ ∞

−∞
e−λ2Ih(t)+iλ(x−ξ) dλ =

1

2
√
πIh(t)

e
− (x−ξ)2

4Ih(t)

is denoted by G(x − ξ; Ih(t)) and is the fundamental solution of equation (3.5).
Then

u1(x, t) =

ˆ ∞

−∞
G(x− ξ; Ih(t))φ(ξ, h) dξ, x ∈ R, h < t < 2h. (3.10)

We use formula (3.10) to construct a solution to problem 1. For this, instead of
equation (3.5), we consider equation

∂U(x, t)

∂t
=
∂2U(x, t)

∂x2
, x ∈ R, t > h (3.11)

with conditions (3.6), (3.7), extending in condition (3.6) the initial function
φ(x, h) for x < 0 undefined, and we set the condition (3.7) as follows:

U(x, h) = Ψ(x, h) =

{
φ(x, h), x ≥ 0,
−φ(−x, h), x < 0

(3.12)

Then, according to formula (3.10), the solution of problem (3.11), (3.12), (3.7)
is

U(x, t) =

ˆ ∞

−∞
{G(x− ξ; Ih(t))−G(x+ ξ; Ih(t))}φ(ξ, h) dξ.

In the integral where ξ < 0, we replaced ξ = −ξ. Simplifying the difference of
the exponents included in the expression for the function G, we obtain that

u1(x, t) =
1√
πIh(t)

ˆ ∞

0
φ(x, h)e

−x2+ξ2

4Ih(t) sh
xξ

2Ih(t)
dξ,

where x > 0, h < t < 2h. Using the method of mathematical induction, we prove
that in case x ≥ 0, kh < t < (k + 1)h the solution to problem 1 takes the form

u1(x, t) =
1√

πIkh(t)

ˆ ∞

0
φ(ξ, kh)e

− x2+ξ2

4Ikh(t) sh
xξ

2Ikh(t)
dξ. (3.13)

Let’s mark

G1(x, y, Ikh(t)) =
1√

πIkh(t)
e
− x2+y2

4Ikh(t) sh
xy

2Ikh(t)
(3.14)

x ≥ 0, y > 0, kh < t < (k + 1)h, k ∈ N .

Definition 3.1. A functionG1(x, y, Ikh(t)) is called a Green’s function of problem
(2.1), (2.2), (2.3) if it satisfies the following conditions:
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1. the function G1(x, y, Ikh(t)) is continuous on x, y, t, continuously differen-
tiable on t and twice continuously differentiable on x, y when x > 0, y >
0, kh < t < (k + 1)h, k ∈ N, and possibly with the exception in the point
x = y, t = kh;

2. the functionG1(x, y, Ikh(t)) by variables x and y satisfies the equation ∂G1
∂t =

D(t)∂2G1

∂x2 everywhere except in the points x = y, t = kh, k ∈ N;

3. the functionG1(x, y, Ikh(t)) satisfies the boundary conditionG1(0, y, Ikh(t)) =
0.

The Green’s function satisfying this definition is constructed above and takes
the form (3.14)

G1(x, y, Ikh(t)) = G1(y, x, Ikh(t)).

3.2. Properties of the solution of the problem 1

Given that

G1(x, y, Ikh(t)) =
1

2
√
πIkh(t)

{
e
− (x−ξ)2

4Ikh(t) − e
− (x+ξ)2

4Ikh(t)

}
we get from (3.13), when |φ(ξ, kh)| ≤M ,

|u1(x, t)|) ≤M
1

2
√
πIkh(t)

{ˆ ∞

0
e
− (x−ξ)2

4Ikh(t) dξ −
ˆ ∞

0
e
− (x+ξ)2

4Ikh(t) dξ

}
≡M {I1 − I2} .

In the integral I1 we will do replacement α = ξ−x

2
√

Ikh(t)
, and in the integral I2

α = ξ+x

2
√

Ikh(t)
. Then

I1 = 2

ˆ ∞

−z
e−α2

dα, I2 = 2

ˆ ∞

z
e−α2

dα

where z = x

2
√

Ikh(t)
and we get an estimate

|u1(x, t)| ≤M erf

(
− x

2
√
Ikh(t)

)
, (3.15)

x > 0, kh < t < (k + 1)h
So, the following theorem is proved.

Theorem 3.1. If there exists a number M > 0 such that the initial function
φ(x, kh) is bounded when x > 0, h > 0, k ∈ N, |φ(x, kh)| ≤M , then the function
u1(x, t) (3.13) when x > 0, kh < t < (k + 1)h is also bounded and the estimate
(3.15) is true for it.
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If φ(ξ, kh) = φ0, where φ0 is a number, then

u1(x, t) = φ0 erf

(
x

2
√
Ikh(t)

)

x > 0, kh < t < (k + 1)h, erf(x) = 2√
π

´ x
0 exp

{
−ξ2

}
dξ is the error function.

By direct verification, it is possible to make sure that the Green’s function
(3.14) satisfies the homogeneous heat conduction equation (item 2 of the defi-
nition). When formally differentiating the function (3.13) under the sign of the
integral, we obtain expressions

1

(Ikh(t))
r

ˆ ∞

0
φ(ξ, kh)|x± y|me−

(x±y)2

4Ikh(t) dy,

x > 0, kh < t < (k + 1)h, where integrable functions are majored by an ex-
pression of the form M |ξ|me−ξ2 that is integrable on the entire numerical axis.
This ensures uniform convergence of the integrals obtained after differentiation
under the sign of the integral. Then the Poisson integral (3.13) is a continuous
function, differentiable of arbitrary order with respect to x and t when x > 0,
kh < t < (k+1)h, k ∈ N, bounded with a bounded initial function, satisfying the
homogeneous heat conduction equation (3.5), since the Green’s function (3.14)
satisfies equation (3.5). The implementation of the initial condition (3.6) and the
boundary condition (3.7) is carried out. Let us prove the uniqueness theorem of
the solution to problem 1.

Theorem 3.2. Let there be a number M > 0 such that in the domain x ≥ 0 and
kh ≤ t ≤ (k + 1)h, k ∈ N the functions u1(x, t) and u2(x, t) are bounded, that is

|ui(x, t)| < M, i = 1, 2, satisfy the equation (3.5) and condition

u1(x, kh) = u2(x, kh), x ≥ 0, k ∈ N ,

then
u1(x, t) = u2(x, t), x ≥ 0, kh ≤ t ≤ (k + 1)h

Consider the function

v(x, t) = u1(x, t)− u2(x, t),

which is continuous, equation (3.5), bounded by

|v(x, t)| ≤ |u1(x, t)|+ |u2(x, t)| < 2M,

x ≥ 0, kh ≤ t ≤ (k + 1)h, v(x, kh) = 0.

Consider the domain 0 ≤ x ≤ L, kh ≤ t ≤ (k + 1)h, where L is a real number
and a function

V (x, t) =
4M

L2

(
x2

2
+ (Ikh(t))

)
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for which
∂V

∂t
=

4M

L2
,
∂V

∂x
=

4Mx

L2
,
∂2V

∂x2
=

4M

L2

and which satisfies the thermal conductivity equation (3.5), as well as

V (x, kh) ≥ v(x, kh) = 0,

V (±L, t) ≥ 2M ≥ |v(±L, t)| (3.16)

For each limited region 0 ≤ x ≤ L, kh ≤ t ≤ (k+ 1)h, k ∈ N , the principle of
the maximum value is true. The functions u = −V (x, t), u = v(x, t), ū = V (x, t),
taking into account (3.17), we obtain that

−4M

L2

(
x2

2
+ Ikh(t)

)
≤ v(x, t) ≤ 4M

L2

(
x2

2
+ Ikh(t)

)
. (3.17)

We fix (x, t) and use the fact that L is arbitrary and can be increased in-
definitely. Passing to the limit at L → ∞, we obtain that v(x, t) ≡ 0 for
x ≥ 0, kh ≤ t ≤ (k + 1)h. Theorem 2 is proved.

Therefore, the following theorem is true.

Theorem 3.3. If |φ(x, h)| ≤ M, x ≥ 0, M > 0 h > 0, then the solution of
problem (3.5), (3.6), (3.7) exists, is unique and is determined by formula (3.13).

3.3. Solving the problems 2 and 3

It is necessary to solve equation (3.5) when the zero initial condition (3.8)
and the general boundary condition (3.9) are met. First, let’s solve the auxiliary
problem of cooling a heated rod, at the boundary of which a constant zero tem-
perature is maintained. Then, for equation (3.5), the Cauchy condition and the
boundary condition are given as follows:

V1 (x, t0) = T, v1(0, t) = 0, x > 0, t > h.

Then, according to formula (3.13), we get that

v̄ = T erf

(
x

2
√
It0(t)

)
, x ≥ 0, t > t0, (3.18)

Let µ(t) = µ0 ≡ const in condition (3.9). Then, according to (3.18), the
function

v̄ = µ erf

(
x

2
√
It0(t)

)
, x ≥ 0, t > t0,

is a solution of problem (3.5), (3.8), (3.9). Then the function

v(x, t) = µ0 − v̄(x, t) = µ0

[
1− erf

(
x

2
√
It0(t)

)]
, x > 0, t > 0. (3.19)
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We denote the expression in parentheses of formula (3.19) by U (x, It0(t)),
which makes sense when t > t0. If for t < t0 the value of this function is extended
by zero, then this definition is consistent with the zero value of the function at
t = t0. The limit value of this function at x = 0 is a step function equal to zero
at t < t0 and equal to 1 at t > t0. The constructed function is often found in
applications and is an auxiliary link in constructing the solution to problem 2.

The second auxiliary task is to find a solution of the equation (3.5) under the
following conditions:

v (x, t0) = 0, x ≥ 0,

v(0, t) ≡ µ(t) =

{
µ0, t0 < t < t1,

0, t > t1.

}
.

|
It is directly verified that V (x, t) = µ0 [U (x, It0(t))− U (x, It1(t))], x ≥ 0, t >

t0. If

µ(t) =


µ0, t0 < t ≤ t1,
µ1, t1 < t ≤ t2,
. . . . . . . . .
µn−1, tn−2 < t ≤ tn−1,
µn−1, tn−1 < t ≤ tn,

,

and then the solution of the corresponding problem can be written in the form

u(x, t) =

n−2∑
i=0

µi [U (x, Iti(t))− U (x, Itn(t))] + µn−1U
(
x, Itn−1(t)

)
.

Using the theorem on finite increments, we get

u(x, t) =

n−2∑
i=0

µi
∂

∂t
U(x, Iτ (t))

∣∣∣∣∣
τ=τi

+ µn−1U (x, Itn(t)) , (3.20)

where x ≥ 0, ti ≤ τi ≤ ti+1.
The approximate solution of problem 2 can be obtained by formula (3.20), if

replace the function µ(t) with a piecewise-constant function.
Heading to the limit when the interval of constancy of the auxiliary function

decreases, we obtain that the limit of the sum (3.20) will take the form

ˆ t

0

∂U

∂t
(x, Iτ (t))µ(τ) dτ

because when x ≥ 0, we have

lim
t−tn−1→0

µn−1U
(
x, Itn−1(t)

)
= 0.
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If we consider

∂U

∂t
(x, t) = −2

∂G

∂x
(x, 0, t) = 2

∂G

∂ξ

∣∣∣∣
ξ=0

then we will get the final result

u2(x, t) =
1

2
√
π

ˆ t

kh

x

[Iτ (t)]
3/2

× exp

{
− x2

4Iτ (t)

}
µ(τ) dτ, (3.21)

x > 0, kh ≤ t ≤ (k + 1)h.
The solution of problem 3 using the Green’s function (3.14) can be written in

the form of a Poisson integral

u3(t, x) =

ˆ t

kh
dτ

ˆ ∞

0
f(y, τ)G1(x, y, Ikh(t)) dy (3.22)

x > 0, kh ≤ t ≤ (k + 1)h, k ∈ N, for the existence of which the function f(x, t)
must be such that the improper integral in formula (3.22) coincides.

So, the following theorem is proved.

Theorem 3.4. The solution of problem (3.5), (3.8), (3.9) is determined by for-
mula (3.22). The solution of problem (3.1), (3.2), (3.3) is determined by formula
(3.4), where the terms u1, u2, u3 are the solutions of problems 1, 2 and 3 respec-
tively.

The first, second and third initial-boundary problems for the heat conduc-
tion equation with inversion of the argument and D(t) ≡ a2 > 0, constant are
considered in [9], [10], [11].
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Abstract. In this work, we study a sparse optimal control problem involving a quasi-
linear parabolic equation with variable order of nonlinearity as a state equation and with
a pointwise control constraints. We show that in the case if the cost functional contains
the terminal term of the tracking type, the proposed optimal control problem is ill-posed,
in general. In view of this, we provide a sufficiently mild relaxation of the proposed
problem and establish the existence of optimal solutions for the relaxed version. Using
the compensated compactness technique and the consept of variational convergence of
minimization problems, we study the attainability of optimal pairs to the relaxed problem
by optimal solutions of the special approximating problems. We also discuss the optimality
conditions for approximating problems and provide their substantiation.
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1. Introduction

1.1. Motivation

Over the past few decades, the role of optical satellite multi-band images in
remote sensing of the Earth surface has been increasingly contributing to many
agricultural monitoring services. In spite of the fact that optical images have a
high resolution and are easily captured by low-cost cameras, the real-life satellite
images frequently suffer from different types of noise, blur, and other atmosphere
artifacts , which greatly reduce the effective information is such images. Hence,
removing noise is a crucial step for image quality improvement in image pro-
cessing task. In the last decades, models based on partial differential equations
(PDEs) have been widely used in the image de-noising problems. Since 1990s,
originated from the pioneering work of Perona and Malikl [51], many different

∗Dipartimento di Scienze Aziendali - Management and Innovation Systems, University of Salerno,
132, Via Giovanni Paolo II, Fisciano, SA, Italy (cdapice@unisa.it )

†Department of Mathematical Analysis and Optimization, Oles Honchar Dnipro National University,
Gagarin av., 72, 49010 Dnipro, Ukraine, EOS Data Analytics Ukraine, Gagarin av., 103a, Dnipro,
Ukraine (p.kogut@i.ua, peter.kogut@eosda.com)

‡Dipartimento di Scienze Politiche e della Comunicazione, University of Salerno, Via Giovanni Paolo
II, 132, Fisciano (SA), Italy (rmanzo@unisa.it)

© C. D’Apice, P. Kogut, R. Manzo, 2023.



126 C. D’Apice, P. Kogut, R. Manzo

models have been proposed to separate noise from the noisy images. Without
being too exhaustive, we refer to [1, 14, 16–18, 21, 22, 47, 54] for a wide variety of
different variational models related to the image denoising problems.

However, since the noise, edges, and texture are high-frequency components,
it is difficult to distinguish them in the process of denoising, and, as a result, the
denoised images could inevitably lose some details. This problems becomes much
more difficult if the original image is contaminated by an impulse noise. In view
of this, we mainly focus on those approaches where the denoising problem can be
stated in the form of some optimal control problem with special class of controls
simulating the presence of both the white Gaussian additive noise n and the noise
v with a strong impulsive nature which the Gaussian model fails to describe (see,
for instance, [2, 13, 48]). In this case the observed image can be represented as
f = u + v + n, and the question is how to separate a true image u eliminating
both Gaussian noise n and impulse noise v from f .

1.2. Statement of the problem

Inspired in the work [2], the first goal of this paper is to analyze the consistency
and well-posedness of the following optimal control problem (OCP):

Minimize J(v, u) = ∥v∥2L2(0,T ;L1(Ω)) +
µ

2

ˆ
Ω
|u(T )− f0|2 dx (1.1)

subject to the following constraints

∂u

∂t
− div

(
|Rη∇u|pu(t,x)−2Rη∇u

)
= κ (f − u− v) in QT := (0, T )× Ω, (1.2)

∂νu = 0 on (0, T )× ∂Ω, (1.3)
u(0, ·) = f0(·) in Ω, (1.4)

va(x) ⩽ v(t, x) ⩽ vb(x), a.e. in QT . (1.5)

Here, Ω ⊂ R2 is a bounded simple-connected open set with a sufficiently smooth
boundary ∂Ω, T > 0 is a positive value, κ ∈ R is a given positive parameter,
f ∈ L2(Ω), f0 ∈ L2(Ω) and va, vb ∈ L2(Ω), va(x) ⩽ vb(x) a.e. in Ω, are given
distributions,

∥v∥2L2(0,T ;L1(Ω)) =

ˆ T

0

(ˆ
Ω
|v| dx

)2

dx (1.6)

is the so-called directional sparsity term, Rη : L1(Ω;R2) → L1(Ω;R2) is a linear
bounded operator, and the exponent pu : QT → R is defined by the rule

pu(t, x) := 1 + g

(
1

h

ˆ t

t−h
|(∇Gσ ∗ ũ(τ, ·)) (x)| dτ

)
, ∀ (t, x) ∈ QT , (1.7)

where g : [0,∞) → (0, 1] is a continuous non-increasing function such that g(0) =
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1 and g(s) > 0 for all s > 0 with lim
s→∞

g(s) = 0,

|g(s)− g(y)| ⩽ Cg|s− y|, ∀s, y ∈ [0,∞) with some constant Cg > 0, (1.8)

Gσ(x) =
1(√
2πσ

)2 exp(−|x|2

2σ2

)
, σ > 0, (1.9)

(Gσ ∗ ũ(t, ·)) (x) =
ˆ
R2

Gσ(x− y)ũ(t, y) dy, (1.10)

ũ denotes zero extension of u from QT to R×R2, and h > 0 and σ > 0 are given
small positive values.

In particular, the function g in (1.7) can be defined in the form of the Cauchy
law

g(s) = δ + a2(1−δ)
a2+s2

, ∀ s ∈ [0,+∞)

with an appropriate a > 0 and 0 < δ ≪ 1.
(1.11)

Moreover, it will be shown further that, for each function u with properties
u ∈ L1(QT ) ∩ L∞(0, T ;L2(Ω)), there exists a positive value δ > 0 such that
pu(t, x) ∈ [p−, p+] ⊂ (1, 2] almost everywhere in QT with p− = 1+ δ and p+ = 2.

We can indicate here a few main characteristic features of the addressed OCP
(1.1)–(1.5). The first one is a special character of the linear operator Rη. In fact,
this operators plays the role of the so-called Directional Total Variation along
a given vector field. In practice, having some vector field θ ∈ L∞(Ω;R2), we
determine this operator as follows:

Rη∇u =
[
I − η2 θ ⊗ θ

]
∇u, ∀u ∈W 1,1(Ω),

where η ∈ (0, 1) is a given threshold. So, Rη∇u can be reduced to (1 − η2)∇v
if the gradient ∇u(t, x) at this point is co-linear to θ, and to ∇u(t, x) provided
∇u(t, x) is orthogonal to θ. In other words, this operator impose some anisotropy
effect in the standard diffusivity of u.

The second characteristic point of OCP (1.1)–(1.5) is related to the variable
character of the exponent p = p(t, x). As follows from representation (1.7) this
characteristic depends not only on (t, x) but also on u(t, x). So, in contrast
to the recent paper [19], where the authors study the solvability issues for the
nonlinear parabolic equation having nonstandard growth condition with respect
to the gradient and with well predefined variable exponent, the function pu(t, x)
in (1.2) is unknown a priori and strictly depends on the current solution of the
initial-boundary value problem (IBVP) (1.2)–(1.4). It is worth also to emphasize
that we do not assume here that the dependency u 7→ pu is local whereas it is the
crucial assumption in the most of existing publications (see for instance [9, 12]).
The next difficulty in the analysis of this IBVP relies that its weak formulation
cannot be written as equality in terms of duality in a fixed Banach space (for the
details we refer to [23]). In fact, we show that each weak solution to the IBVP
(1.2)–(1.4) lives in the corresponding ’personal’ functional space, and, in view of
our assumptions on the structure of exponent pu(t, x), the problem (1.2)–(1.4) can
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admit the weak solutions that may not possess the usual properties of solutions
to parabolic equations. In particular, it would be rather questionable assertion
that a weak solution to the above is unique, belong to the space C([0, T ];L2(Ω)),
and satisfies the standard energy equality.

It is well-known that the variable character of exponent p causes a gap be-
tween the monotonicity and coercivity conditions. Because of this gap, the prob-
lem (1.1)–(1.4) can be termed an optimal control problem for the quasi-linear
parabolic equations with nonstandard growth conditions, and it can be viewed as
a generalization of the evolutional version of p(t, x)-Laplacian equation

∂u

∂t
= div

(
|∇u|p(t,x)−2∇u

)
(1.12)

with an exponent that depends only on t and x. During the last decades equa-
tion (1.12) was intensively studied by many authors. There is extensive literature
devoted to equation (1.12). We limit ourselves by referring here to the follow-
ing ones [9, 10, 15, 50, 52, 58] which provide an excellent insight to the theory of
evolutional p(t, x)-Laplacian equations.

Albeit PDEs with variable nonlinearity are rather interesting from the purely
mathematical point of view as was mentioned before, their study is often moti-
vated by various applications where the problem (1.2)–(1.4), or some special cases
of it, appear in the most natural way [2,3,14,21]. It was recently shown that the
model (1.2)–(1.4) naturally appears as the Euler-Lagrange equation in the prob-
lem of restoration of cloud contaminated satellite optical images [27]. Moreover,
the above mentioned problem can be considered as a model for the deblurring
and denoising of multi-spectral satellite images. In particular, this model has
been proposed in [28, 43] in order to avoid the blurring of edges and other local-
ization problems presented by linear diffusion models in images processing. We
also refer to [40], where the authors study some optimal control problems asso-
ciated with a special case of the model (1.2)–(1.4) and show that, in contrast to
the case of the problem (1.2)–(1.4), the proposed in [40] class of optimal control
problems is well posed.

It is also worth to notice that the model (1.2)–(1.4) can be considered as a
natural generalization of the well-know Perona-Malik model [51]. In spite of the
fact that Perona-Malik model reduces the diffusivity of color in places having
higher likelihood of being edges, its major defect is that this model is ill-posed
and there are no results of existence and its consistency (see [40]). To overcome
this problem it has been proposed to modify this model by applying a Gaussian
filter on the gradient (we can refer to the pioneering works [7, 20]).

The next characteristic feature of OCP (1.1)–(1.5) is that this control problem
is formulated with L1(Ω;L2(0, T )) control cost functional (together with some
additional pointwise control constraints). Because of this the resulting optimal
control may have directional sparsity, i.e., its support is a constant in time and
the control v is identically zero on some parts of the domain Ω.

All of this leads us to the followings conclusion: OCP (1.1)–(1.5) is sufficiently
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challenging and its consistency is an open question. In fact, it will be shown in
the next sections that because of the variable character of exponent p and its de-
pendence on t and x, we can lose the continuity of the mapping t 7→ ∥u(t, ·)∥L2(Ω).
Hence, the cost functional (1.1) is not well-defined and, as a result, we can assert
that the OCP (1.1)–(1.5) is ill-posed, in general. Because of this, the original
OCP requires some relaxation and approximations.

1.3. Organization of the paper

The paper is organized as follows. In Section 2 we give some preliminaries
and introduce the main assumptions on the structure of the operator Rη and the
variable exponent pu(t, x). We also give here the main auxiliary results concerning
the Orlicz spaces, Sobolev-Orlicz spaces with variable exponent, weighted energy
space, and convergence of fluxes to flux. In Section 3 we focus on the solvability
issues for IBVP (1.2)–(1.4). With that in mind we follows the indirect approach
using the technique of passing to the limit in some special approximation scheme.
In this section we show that the IBVP (1.2)–(1.4) admits at least one weak so-
lutions that can be attained by the solutions of more regular Caushy-Neumann
problem for quasi-linear parabolic equations. In Section 4 we propose rather mild
scheme of relaxation for the original OCP, and show that at each level of relax-
ation the corresponding OCP is well-posed and admits at least one solution. The
questions attainability of the solutions to the relaxed problems are the subject of
Section 5. In fact, in this section we introduce the family of OCPs for the special
class of parabolic equations

∂u

∂t
− ε∆u− divAε

u(t, x,∇u) + κu = κ(f − v) in QT := (0, T )× Ω,

where the flux Aε
u(t, x,∇u) we define as follows

Aε
u(t, x,∇u) := (|Rη∇u|+ ε)pu(t,x)−2Rη∇u.

We show that due to this approximation, some optimal solutions to the relaxed
OCP can be attained in an appropriate topology by the solutions of the proposed
family of OCPs.

The last Section 6 is devoted to the deriving of some optimality conditions for
approximating OCPs and their substantiation.

2. Main Assumptions and Preliminaries

Let Ω ⊂ R2 be a bounded connected open set with a sufficiently smooth
boundary ∂Ω, and let T > 0 be a given value. We suppose that the unit outward
normal ν = ν(x) is well-defined for a.e. x ∈ ∂Ω, where a.e. means here with
respect to the 1-dimensional Hausdorff measure H1. We set QT = (0, T ) × Ω.
For any measurable subset D ⊂ Ω we denote by |D| its 2-dimensional Lebesgue
measure L2(D). We denote its closure by D and its boundary by ∂D.
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For vectors ξ ∈ R2 and η ∈ R2, (ξ, η) = ξtη denotes the standard vector
inner product in R2, where t stands for the transpose operator. The norm |ξ| is
the Euclidean norm given by |ξ| =

√
(ξ, ξ). We also make use of the following

notation diamΩ = supx,y∈Ω |x− y|.

2.1. Functional Spaces

Let X denote a real Banach space with norm ∥ · ∥X , and let X ′ be its dual.
Let ⟨·, ·⟩X′;X be the duality form on X ′ ×X. By ⇀ and ∗

⇀ we denote the weak
and weak∗ convergence in normed spaces X and X ′, respectively.

For given 1 ⩽ p ⩽ +∞, the space Lp(Ω;R2) is defined by

Lp(Ω;R2) =
{
f : Ω → R2 : ∥f∥Lp(Ω;R2) < +∞

}
,

where ∥f∥Lp(Ω;R2) =
(´

Ω|f(x)|
p dx

)1/p for 1 ⩽ p < +∞. The inner product of
two functions f and g in Lp(Ω;R2) with p ∈ [1,∞) is given by

(f, g)Lp(Ω;R2) =

ˆ
Ω
(f(x), g(x)) dx =

ˆ
Ω

2∑
k=1

fk(x)gk(x) dx.

We denote by C∞
c (R2) the locally convex space of all infinitely differentiable

functions with compact support in R2. We recall here some functional spaces that
will be used throughout this paper. We define the Banach space W 1,p−(Ω) with
p− > 1 as the closure of C∞

c (R2) with respect to the norm

∥y∥
W 1,p− (Ω)

=

(ˆ
Ω

(
|y|p− + |∇y|p−

)
dx

)1/p−

.

We denote by
(
W 1,p−(Ω)

)′
the dual space of W 1,p−(Ω). Let us remark that in

this case the embedding L2(Ω) ↪→
(
W 1,p−(Ω)

)′
is continuous.

Given a real separable Banach space X, we will denote by C([0, T ];X) the
space of all continuous functions from [0, T ] into X. We recall that a function
u : [0, T ] → X is said to be Lebesgue measurable if there exists a sequence {uk}k∈N
of step functions (i.e., uk =

∑nk
j=1 a

k
jχAk

j
for a finite number nk of Borel subsets

Ak
j ⊂ [0, T ] and with akj ∈ X) converging to u almost everywhere with respect to

the Lebesgue measure in [0, T ].
Then for 1 ⩽ p < ∞, Lp(0, T ;X) is the space of all measurable functions

u : [0, T ] → X such that

∥u∥Lp(0,T ;X) =

(ˆ T

0
∥u(t)∥pX dt

) 1
p

<∞,

while L∞(0, T ;X) is the space of measurable functions such that

∥u∥L∞(0,T ;X) = sup
t∈[0,T ]

∥u(t)∥X <∞.



Qualitative Analysis of an Optimal Sparse Control Problem 131

This choice makes Lp(0, T ;X) a Banach space and guarantees that its dual can
be identified with Lp′(0, T ;X ′), where p′ = p/(p − 1) and X ′ is the dual space
to X. In particular, for functions f ∈ L2(0, T ;L1(Ω)) the continuous Minkowski
inequality (see [55, p.499]) yields f ∈ L1(0, T ;L2(Ω)) and moreover

∥f∥L2(0,T ;L1(Ω)) :=

(ˆ T

0

(ˆ
Ω
|f | dx

)2

dx

)1/2

⩽
ˆ
Ω

(ˆ T

0
|f |2 dt

)1/2

dx =: ∥f∥L1(0,T ;L2(Ω)).

Hence, we have L2(0, T ;L1(Ω)) ↪→ L1(0, T ;L2(Ω)). The full presentation of this
topic can be found in [29].

2.2. Variable Exponent

Let u ∈ L1(0, T ;L1(Ω)) ∩ L∞(0, T ;L2(Ω)) be a given function. We associate
with u : QT 7→ R the exponent pu : QT → R defined by the rule (1.7).

Since Gσ ∈ C∞(R2), it follows from (1.7) and from absolute continuity of
the Lebesgue integral that 1 < pu(t, x) ⩽ 2 in QT and pu ∈ C1([0, T ];C∞(R2))
even if u is just an absolutely integrable function in QT . Moreover, for each t ∈
[0, T ], pu(t, x) ≈ 1 in those places of Ω where some discontinuities are present in
u(t, ·), and pu(t, x) ≈ 2 in places where u(t, x) is smooth or contains homogeneous
features. In view of this, pu(t, x) can be interpreted as a characteristic of the sparse
texture of the function u.

The following result plays a crucial role in the sequel (for comparison, we refer
to [41, Lemma 2.1]).

Lemma 2.1. Let {uk}k∈N ⊂ L1(0, T ;L1(Ω)) ∩ L∞(0, T ;L2(Ω)) be a sequence of
measurable functions such that each element of this sequence is extended by zero
outside of QT and

sup
k∈N

∥uk∥L∞(0,T ;L2(Ω)) < +∞,

uk → u weakly in L1(0, T ;L1(Ω)) for some u ∈ L1(0, T ;L1(Ω)).
(2.1)

Let {
puk

= 1 + g

(
1

h

ˆ t

t−h
|(∇Gσ ∗ ũk(τ, ·))| dτ

)}
k∈N

be the corresponding sequence of variable exponents. Then there exist constants
C > 0 and δ ∈ (0, 1) depending on Ω, G, g, supk∈N ∥uk∥L∞(0,T ;L2(Ω)), and
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supk∈N ∥uk∥L1(0,T ;L1(Ω)) such that

p− := 1 + δ ⩽ puk
(t, x) ⩽ p+ := 2, ∀ (t, x) ∈ QT , ∀ k ∈ N, (2.2)

{puk
(·)} ⊂ S =

q ∈ C0,1(QT )

∣∣∣∣∣∣∣
|q(t, x)− q(s, y)| ⩽ C (|x− y|+ |t− s|) ,

∀ (t, x), (s, y) ∈ QT ,

1 < p− ⩽ q(·, ·) ⩽ p+ in QT .


(2.3)

puk
→ pu = 1 + g

(
1

h

ˆ t

t−h
|(∇Gσ ∗ ũ(τ, ·)) (·)| dτ

)
uniformly in QT as k → ∞.

(2.4)

Proof. Since the sequence {uk}k∈N is uniformly bounded in L1(0, T ;L1(Ω)) and
the Gaussian filter kernel Gσ is smooth, it follows that

1

h

ˆ t

t−h

∣∣∣ (∇Gσ ∗ ũk(τ, ·))(x)
∣∣∣ dτ ⩽

1

h

ˆ t

t−h

(ˆ
Ω
|∇Gσ(x− y)| |ũk(τ, y)| dy

)
dτ

⩽ ∥Gσ∥C1(Ω−Ω)

1

h
∥uk∥L1(0,T ;L1(Ω)),

2 ⩾ puk
(t, x) = 1 + g

(ˆ t

t−h
|(∇Gσ ∗ ũk(τ, ·)) (x)| dτ

)
⩾ 1 + g

(
∥Gσ∥C1(Ω−Ω)

1
h supk∈N ∥uk∥L1(0,T ;L1(Ω))

)
,

∀ (t, x) ∈ QT ,

where

∥Gσ∥C1(Ω−Ω) = max
z=x−y

x∈Ω,y∈Ω

[
|Gσ(z)|+ |∇Gσ(z)|

]
=

e−1(√
2πσ

)2 [1 + 1

σ2
diamΩ

]
. (2.5)

Then L1-boundedness of {uk}k∈N guarantees the existence of a positive value
δ ∈ (0, 1) such that puk

(t, x) ⩾ 1 + δ. Hence, the estimate (2.2) holds true for all
k ∈ N.

Moreover, as follows from (1.8) and the relations∣∣puk
(t, x)− puk

(t, y)
∣∣

⩽ Cg

∣∣∣∣ˆ t

t−h
|(∇Gσ ∗ ũk(τ, ·)) (x)| dτ −

ˆ t

t−h
|(∇Gσ ∗ ũk(τ, ·)) (y)| dτ

∣∣∣∣
⩽ Cg

ˆ T

0
|(∇Gσ ∗ ũk(τ, ·)) (x)− (∇Gσ ∗ ũk(τ, ·)) (y)| dτ

⩽ Cg

ˆ T

0

ˆ
Ω
|u(τ, z)| dz dτ max

z∈Ω
|∇Gσ(x− z)−∇Gσ(y − z)|

= Cgγ1max
z∈Ω

|∇Gσ(x− z)−∇Gσ(y − z)| , ∀x, y ∈ Ω (2.6)
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with γ1 = sup
k∈N

∥uk∥L1(0,T ;L1(Ω)), and from smoothness of the function ∇Gσ(·),

there exists a positive constant CG > 0 independent of k such that, for each
t ∈ [0, T ], we have the following estimate

|puk
(t, x)− puk

(t, y)| ⩽ γ1CgCG|x− y|, ∀x, y ∈ Ω.

Arguing in a similar manner, we see that∣∣puk
(t, y)− puk

(s, y)
∣∣

⩽ Cg

∣∣∣∣ˆ t

t−h
|(∇Gσ ∗ ũk(τ, ·)) (y)| dτ −

ˆ s

s−h
|(∇Gσ ∗ ũk(τ, ·)) (y)| dτ

∣∣∣∣
⩽ Cg

∣∣∣∣ˆ t

s
|(∇Gσ ∗ ũk(τ, ·)) (y)| dτ −

ˆ t−h

s−h
|(∇Gσ ∗ ũk(τ, ·)) (y)| dτ

∣∣∣∣
⩽ 2γ1γ2Cg∥Gσ∥C1(Ω−Ω)|t− s|, ∀ t, s ∈ [0, T ], (2.7)

where γ2 = supk∈N ∥uk∥L∞(0,T ;L2(Ω)).
As a result, utilizing the estimates (2.6)–(2.7), and setting

C := Cgγ1

(
1 + 2γ2∥Gσ∥C1(Ω−Ω)

)
, (2.8)

we see that

|puk
(t, x)− puk

(s, y)| ⩽ |puk
(t, x)− puk

(t, y)|+ |puk
(t, y)− puk

(s, y)|
⩽ C [|x− y|+ |t− s|] ,

∀ (t, x), (s, y) ∈ QT := [0, T ]× Ω.
(2.9)

Thus, {puk
} ⊂ S. Since max(t,x)∈QT

|puk
(t, x)| ⩽ p+ and each element of the se-

quence {puk
}k∈N has the same modulus of continuity, it follows that this sequence

is uniformly bounded and equi-continuous. Hence, by Arzelà–Ascoli Theorem the
sequence {puk

}k∈N is relatively compact with respect to the strong topology of
C(QT ). Taking into account the estimate (2.9) and the fact that the set S is
closed with respect to the uniform convergence and

1

h

ˆ t

t−h
|(∇Gσ ∗ ũk(τ, ·)) (x)| dτ → 1

h

ˆ t

t−h
|(∇Gσ ∗ ũ(τ, ·)) (x)| dτ

as k → ∞, ∀ (t, x) ∈ QT

by definition of the weak convergence in L1(0, T ;L1(Ω)), we deduce: puk
→ pu

uniformly in QT as k → ∞, where

pu(t, x) = 1 + g

(
1

h

ˆ t

t−h
|(∇Gσ ∗ ũ(τ, ·)) (·)| dτ

)
in QT . The proof is complete.
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2.3. Anisotropic Diffusion Tensor

Let EI ∈ W 1,1(Ω) be a given function. Then for each λ ∈ R the upper level
set of EI can be defined as follows

Zλ(EI) = {EI ⩾ λ} := {x ∈ Ω : EI(x) ⩾ λ} .

It was proven in [8] that for each function EI ∈W 1,1(Ω) its upper level sets Zλ(EI)
are sets of finite perimeter. So, the boundaries of level sets can be described by
a countable family of Jordan curves with finite length, i.e., by continuous maps
from the circle into the plane R2 without crossing points. As a result, at almost
all points of almost all level sets of EI ∈ W 1,1(Ω) we can define a unit normal
vector θ(x). This vector field formally satisfies the following relations

(θ,∇EI) = |∇EI | and |θ| ⩽ 1 a.e. in Ω.

In the sequel, we will refer to θ as the vector field of unit normals to the topo-
graphic map of a function EI . In fact, this vector field can be defined by the rule
θ(x) = ∇U(t,x)

|∇U(t,x)| with t > 0 small enough, where U(t, x) is a solution the following
initial-boundary value problem

∂U

∂t
= div

(
∇U

|∇U |+ δ

)
, t ∈ (0,+∞), x ∈ Ω, (2.10)

U(0, x) = EI(x), x ∈ Ω, (2.11)
∂U(0, x)

∂ν
= 0, t ∈ (0,+∞), x ∈ ∂Ω (2.12)

with a relaxed version of the 1D-Laplace operator in the principle part of (2.10).
Here, δ > 0 is a sufficiently small positive value and it can be chosen as in (1.8).

Let η ∈ (0, 1) be a given threshold. For the simplicity, we set η = 1 − δ.
Then, we associate with the vector field θ : Ω → R2 the following linear operator
Rη : R2 → R2:

Rη∇v := ∇v − η2 (θ,∇v) θ =
[
I − η2θ ⊗ θ

]
∇v, ∀ v ∈W 1,1(Ω). (2.13)

In fact, this operator can be interpreted as the Directional Total Variation of v
along the vector field θ (see [16] for the details).

Remark 2.1. In practice, the function EI is usually associated with the spectral
energy for a smoothed version I = [I1, I2, I3]

t ∈ L2(Ω;R3) of the original color
image which is presumably has been corrupted by some noise. The standard rule
for that is the following one

EI(x) := α1I1(x) + α2I2(x) + α3I3(x), ∀x ∈ Ω,

with α1 = 0.114, α2 = 0.587, and α3 = 0.299.
As for the operator Rη : R2 → R2, in this case it accumulates the structural

prior information about the spectral energy EI . Indeed, let us assume that x ∈ Ω
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is a point in which EI is not expected to change drastically in any direction, i.e.
x is not close to a discontinuity or rapid change in the known structure of EI . In
this case, Rη can be represented as a unit matrix. So, at this point we obviously
have Rη∇v ≈ ∇v.

On the other hand, if we consider a point that is close to a discontinuity of EI ,
then Rη∇v reduces to (1−η2)∇v if the gradient ∇v(t, x) at this point is co-linear
to θ, and to ∇v(t, x) provided ∇v(t, x) is orthogonal to θ. So, this operator does
not enforce gradients of v in the direction θ. Moreover, the following two-side
estimate

(1− η2)|∇v|2 ⩽ |(∇v,Rη∇v)| ⩽ |∇v|2, a.e. in QT (2.14)

holds for each v ∈ L∞(0, T ;W 1,1(Ω)). We also make use of the following obser-
vation: since |ξ|2 ⩽

(
ξ,
[
I − η2θ ⊗ θ

]−1
ξ
)
⩽ (1− η2)−1|ξ|2 and

(1− η2)|∇v|2 ⩽
(
Rη∇v,

[
I − η2θ ⊗ θ

]−1
Rη∇v

)
⩽ (1− η2)−1|Rη∇v|2,

|Rη∇v|2 ⩽
(
Rη∇v,

[
I − η2θ ⊗ θ

]−1
Rη∇v

)
⩽ |∇v|2

it follows that

(1− η2)|∇v| ⩽ |Rη∇v| ⩽ |∇v|, a.e. in QT . (2.15)

2.4. On Orlicz Spaces

Let w ∈ L1(0, T ;L1(Ω))∩L∞(0, T ;L2(Ω)) be a given function. Let pw : QT →
R be the corresponding variable exponent which is defined by the rule (1.7). Then

1 < p− ⩽ pw(t, x) ⩽ p+ <∞ a.e. in QT (2.16)

(see Lemma 2.1), where the constants p− and p+ are given by (2.2). Let p′w(t, x) =
pw(t,x)

pw(t,x)−1 be the corresponding conjugate exponent. It is clear that

2 =
p+

p+ − 1︸ ︷︷ ︸
(p+)′

⩽ p′w(t, x) ⩽
p−

p− − 1︸ ︷︷ ︸
(p−)′

=
p−

δ
a.e. in QT , (2.17)

where (p+)′ and (p−)′ stand for the conjugates of constant exponents. Denote by
Lpw(·)(QT ) the set of all measurable functions f : QT → R such that the modular
is finite, i.e.

ρpw(t,x)(f) :=

ˆ
QT

|f(t, x)|pw(t,x) dxdt <∞. (2.18)

Equipped with the Luxembourg norm

∥f∥Lpw(·)(QT ) = inf

{
λ > 0 :

ˆ
QT

|λ−1f(t, x)|pw(t,x) dxdt ⩽ 1

}
. (2.19)
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Lpw(·)(QT ) becomes a Banach space (see [24, 30] for the details). The space
Lpw(·)(QT ) is a sort of Musielak-Orlicz space that can be denoted by generalised
Lebesgue space, because many of its properties are inherited from the classi-
cal Lebesgue spaces. In particular, the two-sides inequality (2.16) implies that
Lpw(·)(QT ) is reflexive, separable, and the set C∞

0 (QT ) is dense in Lpw(·)(QT ).
Moreover, under condition (2.16), L∞(QT )∩Lpw(·)(QT ) is also dense in Lpw(·)(QT ).

Its dual can be identified with Lp′w(·)(QT ) and, therefore, any continuous func-
tional F = F (f) on Lpw(·)(QT ) has the form (see [58, Lemma 13.2])

F (f) =

ˆ
QT

fg dxdt, with g ∈ Lp′w(·)(QT ).

Since the relation between the modular (2.18) and the norm (2.19) that is not so
direct as in the classical Lebesgue spaces, it can be proved, from its definitions in
(2.18) and (2.19), that

min
{
∥f∥p

−

Lpw(·)(QT )
, ∥f∥p

+

Lpw(·)(QT )

}
⩽ ρpw(t,x)(f)

⩽ max
{
∥f∥p

−

Lpw(·)(QT )
, ∥f∥p

+

Lpw(·)(QT )

}
,

min

{
ρ

1
p−

pw(t,x)(f), ρ
1

p+

pw(t,x)(f)

}
⩽ ∥f∥Lpw(·)(QT )

⩽ max

{
ρ

1
p−

pw(t,x)(f), ρ
1

p+

pw(t,x)(f)

}
. (2.20)

When proving some estimates the following consequence of (2.20) is very useful,

∥f∥p
−

Lpw(·)(QT )
− 1 ⩽

ˆ
QT

|f(t, x)|pw(t,x) dxdt ⩽ ∥f∥p
+

Lpw(·)(QT )
+ 1,

∀ f ∈ Lpw(·)(QT ),
(2.21)

∥fk − f∥Lpw(·)(QT ) → 0 ⇐⇒
ˆ
QT

|fk(t, x)− f(t, x)|pw(t,x) dxdt→ 0

as k → ∞.
(2.22)

Moreover, if f ∈ Lpw(·)(QT ) then

∥f∥
Lp− (QT )

⩽ (1 + T |Ω|)1/p
−
∥f∥Lpw(·)(QT ), (2.23)

∥f∥Lpw(·)(QT ) ⩽ (1 + T |Ω|)1/(p
+)′ ∥f∥

Lp+ (QT )
, (2.24)

(p+)′ =
p+

p+ − 1
, ∀ f ∈ Lp+(QT ),

(see, for instance, [24,30,57]).
In generalised Lebesgue spaces, there holds a version of Young’s inequality,

|fg| ⩽ ε
|f |pw(·)

pw(·)
+ C(ε)

|g|p′w(·)

p′w(·)
,
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valid for some positive constant C(ε) and any ε > 0.
The following result can be viewed as an analogous of the Hölder inequality

in Lebesgue spaces with variable exponents (for the details we refer to [24,30]).

Proposition 2.1. If f ∈ Lpw(·)(QT ;R2) and g ∈ Lp′w(·)(QT ;R2), then (f, g) ∈
L1(QT ) and

ˆ
QT

(f, g) dxdt ⩽ 2∥f∥Lpw(·)(QT ;R2)∥g∥Lp′w(·)(QT ;R2)
. (2.25)

As a consequence of (2.25), we have, for a bounded domain QT = (0, T )× Ω
and pw(·) satisfying to (2.16), the following continuous imbedding

Lpw(·)(QT ) ↪→ Lr(·)(QT ) whenever pw(t, x) ⩾ r(t, x) for a.e. (t, x) ∈ QT .
(2.26)

Let {pk}k∈N ⊂ C0,δ̂(QT ), with some δ̂ ∈ (0, 1], be a given sequence of expo-
nents. Hereinafter in this subsection we assume that

p, pk ∈ C0,δ̂(QT ) for k = 1, 2, . . . , and
pk(·) → p(·) uniformly in QT as k → ∞.

(2.27)

We associate with this sequence the another one
{
fk ∈ Lpk(·)(QT )

}
k∈N. The char-

acteristic feature of this set of functions is that each element fk lives in the cor-
responding Orlicz space Lpk(·)(QT ). So, we have a sequence in the scale of spaces{
Lpk(·)(QT )

}
k∈N. We say that the sequence

{
fk ∈ Lpk(·)(QT )

}
k∈N is bounded if

lim sup
k→∞

ˆ
QT

|fk(t, x)|pk(t,x) dxdt < +∞. (2.28)

Definition 2.1. A bounded sequence
{
fk ∈ Lpk(·)(QT )

}
k∈N is weakly convergent

in the variable Orlicz space Lpk(·)(QT ) to a function f ∈ Lp(·)(QT ), where p ∈
C0,δ(QT ) is the limit of {pk}k∈N ⊂ C0,δ̂(QT ) in the uniform topology of C(QT ),
if

lim
k→∞

ˆ
QT

fkφdxdt =

ˆ
QT

fφ dxdt, ∀φ ∈ C∞
c (R× R2). (2.29)

For our further analysis, we make use of the following result concerning the
lower semicontinuity property of the variable Lpk(·)-norm with respect to the weak
convergence in Lpk(·)(QT ) (for the proof, we refer to [23, Lemma 3.1], see also [58,
Lemma 13.3] and [41, Lemma 2.1] for comparison).

Proposition 2.2. If the sequence of exponents {pk}k∈N satisfies condition (2.16),
pk → p as k → ∞ a.e.in QT , and a bounded sequence

{
fk ∈ Lpk(·)(QT )

}
k∈N

converges weakly in Lp−(QT ) to f , then f ∈ Lp(·)(QT ), fk ⇀ f in variable
Lpk(·)(QT ), and

lim inf
k→∞

ˆ
QT

|fk(t, x)|pk(t,x) dxdt ⩾
ˆ
QT

|f(t, x)|p(t,x) dxdt. (2.30)
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We recall also the inequality which is classical in the theory of p-Laplace
equations: if 1 < p ⩽ 2 then, for all ξ, η ∈ RN , the following estimate holds true

(p− 1)|ξ − η|2 ⩽
([
|ξ|p−2ξ − |η|p−2η

]
, ξ − η

)
(|ξ|p + |η|p)

2−p
p .

2.5. On Weighted Energy Space with Variable Exponent

Let Rη : R2 → R2 be the linear operator defined by the rule (2.13) and
associated with some vector field θ ∈ L∞(Ω;R2). Let w ∈ C([0, T ];L2(Ω)) be a
given function. We define the weighted energy space Ww(QT ) as the set of all
functions u(t, x) such that

u ∈ L2(QT ), u(t, ·) ∈W 1,1(Ω) for a.e.t ∈ [0, T ],ˆ
QT

|Rη∇u|pw(t,x) dxdt < +∞.
(2.31)

We equip Ww(QT ) with the norm

∥u∥Ww(QT ) = ∥u∥L2(QT ) + ∥Rη∇u∥Lpw(·)(QT ;R2), (2.32)

where the second term on the right-hand side is the norm of the vector-valued func-
tion Rη∇u(t, x) in the Orlicz space Lpw(·)(QT ;R2). Due to the estimate (2.14),
we see that Ww(QT ), equipped with the norm (2.32), is a reflexive Banach space.
Moreover, due to the fact that the exponent pw : QT → R is Lipschitz continu-
ous, the smooth functions are dense in the weighted Sobolev-Orlicz space Ww(QT )
(see [4]). So, Ww(QT ) can be considered as the closure of the set

{
φ ∈ C∞(QT )

}
with respect to the norm ∥ · ∥Ww(QT ).

2.6. On the weak convergence of fluxes to flux

Let us consider the following collection of parabolic equations of monotone
type

∂uk
∂t

− divAk(t, x,∇uk) = f, (t, x) ∈ QT , (2.33)

where f ∈ L2(Ω) and k = 1, 2, . . . . Let uk be a solution of (2.33) for a given
k ∈ N and this solution is understood in the sense of distributions. Assume that
Ak(·, ·, ξ) → A(·, ·, ξ) as k → ∞ pointwise a.e. with respect to the first two
arguments and for all ξ ∈ RN .

A typical situation arising in the study of most optimization problems and
which is of fundamental importance in many others areas of nonlinear analysis, can
be stated as follows: suppose it is known that a solution uk ∈ L2(0, T ;W 1,p−(Ω))
of (2.33) and the corresponding flow wk = Ak(·, ·,∇uk) ∈ L(p+)′(QT ;RN ) con-
verge weakly, namely,

uk ⇀ u in L2(0, T ;W 1,p−(Ω)), wk ⇀ w in L(p+)′(QT ;RN ),

1 < p− < p+, (p+)′ =
p+

p+ − 1
.
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The main question is whether a flux converges to a flux, i.e., whether the equality
for the limit elements A(t, x,∇u) = w holds. The situation is not trivial because
the function A(·, ·, v) is nonlinear in v and the weak convergence vk ⇀ v is far from
sufficient to derive the limit relation Ak(·, ·, vk) ⇀ A(·, ·, v). So, the important
problem is to show that w = A(·, ·,∇u), although the validity of this equality is
by no means obvious at this stage. The conditions (first of all, on the exponents
p− and p+) under which the answer to the above question is affirmative, have
been obtained by Zhikov and Pastukhova in their celebrated paper [60].

Theorem 2.1. Assume that the following conditions are satisfied:

(C1) Ak(t, x, ξ) and A(t, x, ξ) are RN -valued Carathéodory functions, that is,
these functions are continuous in ξ ∈ RN for a.e. (t, x) ∈ QT and measur-
able with respect to (t, x) ∈ QT for each ξ ∈ RN ;

(C2)
(
Ak(t, x, ξ) − Ak(t, x, ζ), ξ − ζ

)
⩾ 0, Ak(t, x, 0) = 0 ∀ ξ, ζ ∈ RN and for

a.e. (t, x) ∈ QT ;

(C3) |Ak(t, x, ξ)| ⩽ c(|ξ|) <∞ and limk→∞Ak(t, x, ξ) = A(t, x, ξ) for all ξ ∈ RN

and for a.e. (t, x) ∈ QT ;

(C4) uk ⇀ u in Lp−(0, T ;W 1,p−(Ω)), p− > 1, and {uk}k∈N are bounded in
L∞(0, T ;L2(Ω));

(C5) wk = Ak(t, x,∇uk)⇀ w in L(p+)′(QT ;RN ), p+ > 1;

(C6) uk ∈ Lp+(0, T ;W 1,p+(Ω)) for all k ∈ N, and supk∈N ∥ (wk,∇uk) ∥L1(QT ) <
∞;

(C7) 1 < p− < p+ < 2p−.

Then the flux Ak(t, x,∇uk) weakly converges in the Lebesgue space L(p+)′(QT ;RN )
to the flux A(t, x,∇u).

For our further analysis, we make also use of the following well-known results.

Lemma 2.2 ( [57]). Let Ψ be a class of integrands F (t, x, ξ) that are convex with
respect to ξ ∈ RN , measurable with respect to (t, x) ∈ QT , and satisfy the estimate

c1|ξ|p
−
⩽ F (t, x, ξ) ⩽ c2|ξ|p

+
, 1 < p− ⩽ p+ <∞, c1, c2 > 0.

Suppose that Fk and F belong to the class Ψ and the following condition holds:

lim
k→∞

Fk(t, x, ξ) = F (t, x, ξ) for a.e. (t, x) ∈ QT and any ξ ∈ RN .

Then the following lower semicontinuity property is valid:
if vk ⇀ v in L1(QT ;RN ) then

lim inf
k→∞

ˆ
QT

Fk(t, x, vk) dxdt ⩾
ˆ
QT

F (t, x, v) dxdt. (2.34)
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Lemma 2.3 ( [59]). Let Ak(t, x, ξ) and A(t, x, ξ) be RN -valued Carathéodory
functions with properties (C1)–(C3). Assume that

vk ⇀ v and wk = Ak(t, x, vk)⇀ w in L1(QT ;RN ) as k → ∞,

and (w, v) ∈ L1(QT ). Then

lim inf
k→∞

ˆ
QT

(Ak(t, x, vk), vk) dxdt ⩾
ˆ
QT

(w, v) dxdt. (2.35)

Lemma 2.4 ( [4]). Let ε be a small parameter which varies within a strictly
decreasing sequence of positive numbers converging to 0. Assume that the following
conditions

(i) pε, p ∈ C(QT ), pε → p in C(QT ) as ε→ 0,

(ii) vε ∈ L1(QT ;RN ),

ˆ
QT

[
|vε|pε + ε|vε|p

+
]
dxdt ⩽ K <∞ for each ε > 0,

(iii) |vε|pε−2vε + ε|vε|p
+−2vε ⇀ z in L(p+)′(QT ;RN ),

(p+)′ = p+/(p+ − 1) as ε→ 0

hold true with some p− and p+ such that 1 < p− ⩽ pε(t, x) ⩽ p+ < ∞ for all
ε > 0 and (t, x) ∈ QT . Then z ∈ Lp′(·)(QT ;RN ).

3. Existence Result for a Class of Parabolic Equations with
Variable Nonlocal Exponent

The main object of our consideration in this section is the following initial-
boundary value problem (IBVP)

∂u

∂t
− divAu(t, x,∇u) + κu = κ(f − v) in QT , (3.1)

∂νu = 0 on (0, T )× ∂Ω, (3.2)
u(0, ·) = f0 in Ω. (3.3)

Here,
Aw(t, x,∇u) := |Rη∇u|pw(t,x)−2Rη∇u, (3.4)

the exponent pw : QT → (1, 2] is given by the rule (1.7), the linear operator Rη is
defined in (2.13), ∂ν stands for the outward normal derivative, f ∈ L2(QT ) and
f0 ∈ L2(Ω) are given distributions, v ∈ Vad stands for the control, and the class
of admissible controls Vad is defined as

Vad =
{
v ∈ L2(0, T ;L1(Ω)) : va(x) ⩽ v(t, x) ⩽ vb(x), a.e. in QT

}
. (3.5)

As follows from (3.4), (2.14), and Lemma 2.1, for each fixed function w ∈
C([0, T ];L2(Ω)), the mapping (t, x, ξ) 7→ Aw(t, x, ξ) is a Carathéodory vector
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function, that is, Aw(t, x, ξ) is continuous in ξ ∈ R2 and is measurable with respect
to (t, x) for each ξ ∈ R2. Moreover, the following monotonicity, coerciveness and
boundedness conditions hold for a.e. (t, x) ∈ QT [58]:(

Aw(t, x, ξ)−Aw(t, x, ζ), ξ − ζ
)
⩾ 0, ∀ ξ, ζ ∈ R2, (3.6)

(Aw(t, x, ξ), ξ) = |Rηξ|pw(t,x)−2
(
Rηξ,R

−1
η Rηξ

)
by (2.15)

⩾
(
1− η2

)pw(t,x) |ξ|pw(t,x) ⩾
(
1− η2

)2 |ξ|pw(t,x), ∀ ξ ∈ R2,
(3.7)

|Aw(t, x, ξ)|p
′
w(t,x) ⩽ |ξ|pw(t,x), ∀ ξ ∈ R2, (3.8)

However, in general, the principle operator −div Au(t, x,∇u) + κu provides an
example of a strongly non-linear, non-monotone, and non-coercive operator in
divergence form.

It is worth mentioning here that if the exponent p = p(t, x) is a given function
(i.e., it does not depend on the unknown solution u) and p ∈ C0,δ(QT ), with
some δ ∈ (0, 1], then for every f ∈ L2(QT ), f0 ∈ L2(Ω), and v ∈ Vad, problem
(3.1), (3.3) with Rη = I and with zero Dirichlet boundary conditions (instead of
the Neumann one (3.2)) admits a weak solution u ∈ C([0, T ];L2(Ω)) such that´
QT

|∇u|p(t,x) dxdt < +∞ (see, e.g. [10, Ch.4]). In this case the time derivative
of the weak solution is a distribution ut which may not belong to any Lebesgue
space Ls(QT ) with s > 1. Moreover, the issue of uniqueness for the weak solutions
remains, apparently, an open question for nowadays [35, Chapter III].

As for the case of Dirichlet problem for the equation (3.1) with pu(t, x) given
by (1.7), its regularity (see Lemma 2.1) is insufficient for the convergence of the
sequence of Galerkin’s approximations to a weak solution. To overcome this
difficulty, it was recently proposed in [11] to construct the strong solutions with
the extra regularity property ut ∈ L2(QT ). However, the existence of a strong
solution and its uniqueness to the Dirichlet problem for the equation (3.1) has
been proven in [11] if only the following condition for the range of the exponent
pu(t, x) holds true

2N

2 +N
< p− ⩽ p+ < 2, where N = dim Ω.

Since the fulfillment of this condition is rather questionable in our case (see
Lemma 2.1), our prime interest in this section is to study the solvability issues for
Cauchy-Neumann initial-boundary value problem (3.1)–(3.3) with pu(t, x) given
by (1.7). We recall that a challenging feature of the equation (3.1) is that it
cannot be interpreted as a duality relation in a fixed Banach space. Because of
this, we can not write down the weak formulation of (3.1)–(3.3) as some equality
in terms of duality. In particular, sequences of solutions uk to this problem that
correspond to different exponents puk

, belong to possible distinct Sobolev spaces.
Mainly because of this, we specify the notion of weak solution as follows:
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Definition 3.1. We say that, for given f ∈ L2(QT ), f0 ∈ L2(Ω), θ ∈ L∞(Ω;R2),
and v ∈ Vad, a function u is a weak solution to the problem (3.1)–(3.3) if u ∈
Wu(QT ), i.e.,

u ∈ L2(QT ), u(t, ·) ∈W 1,1(Ω) for a.e. t ∈ [0, T ],ˆ
QT

|Rη∇u|pu(t,x) dxdt < +∞,
(3.9)

and the integral identity

ˆ
QT

(
−u∂φ

∂t
+ (Au(t, x,∇u),∇φ) + κuφ

)
dxdt

= κ

ˆ
QT

(f − v)φdxdt+

ˆ
Ω
f0φ|t=0 dx (3.10)

holds true for any function φ ∈ Φ, where Φ =
{
φ ∈ C∞(QT ) : φ|t=T = 0

}
.

To clarify the sense in which the initial value u(0, ·) = f0 is assumed for the
weak solutions, we give the following assertion (for the proof, we refer to [41,
Proposition 2.2]).

Proposition 3.1. Let f ∈ L2(QT ), f0 ∈ L2(Ω), θ ∈ L∞(Ω;R2), and v ∈ Vad be
given distributions. Let u ∈ Wu(QT ) be a weak solution to the problem (3.1)–
(3.3) in the sense of Definition 3.1. Then, for any η ∈ C∞(Ω), the scalar function

h(t) =

ˆ
Ω
u(t, x)η(x) dx belongs to W 1,1(0, T ) and h(0) =

ˆ
Ω
f0(x)η(x) dx.

Let us show that the problem (3.1)–(3.3) admits at least one weak solution.
With that in mind, we make use of the perturbation technique and a classical fixed
point theorem of Schauder [49] (we refer to [25, 33, 39, 42, 45] where the similar
technique has been used).

We begin with the following auxiliary results. Following result is crucial in
this section.

Theorem 3.1. For given functions w ∈ L∞(0, T ;L2(Ω)) and θ ∈ L∞(Ω;R2), let
the exponent pw : QT → R and the linear operator Rη be defined by the rules (1.7)
and (2.13), respectively. Then there exists a positive constant Λ such that, for a.a
(t, x) ∈ QT and for ε > 0 small enough, the following inequality holds true

(Aε
w(t, x,∇u),∇u) ⩾

{
Λ|∇u|pw(t,x), if |∇u| ⩾ 1,

Λ
(
|∇u|pw(t,x) − 4

)
, if |∇u| < 1,

a.e. in QT , (3.11)

where ε is a small positive value and

Aε
w(t, x,∇u) := (|Rη∇u|+ ε)pw(t,x)−2Rη∇u.
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Proof. Taking into account that (see (2.15))

(1− η2)|ζ| ⩽ |Rηζ| ⩽ |ζ|, ∀ ζ ∈ R2, ∀ (t, x) ∈ QT ,

we make use of the following chain of inequalities

(Aε
w(t, x,∇u),∇u) = (|Rη∇u|+ ε)pw(t,x)−2 (Rη∇u,∇u)

by (2.14)
⩾

(
1− η2

) |Rη∇u|2

(|Rη∇u|+ ε)2−pw(t,x)

by (2.15)
⩾

(
1− η2

)3 |∇u|2

(|∇u|+ ε)2−pw(t,x)
a.e. in QT . (3.12)

To deduce the proof, it remains to distinguish two cases |∇u| ⩾ 1 and ∇u| < 1
(see Lemma 1 in [56, Lemma 1]). As a result, we see that, for all ε > 0,

(Aε
w(t, x,∇u),∇u) ⩾

(
1− η2

)3
22−pw(t,x)

|∇u|pw(t,x)

⩾

(
1− η2

)3
2

|∇u|p− , if |∇u| ⩾ 1. (3.13)

At the same time, if |∇u| < 1, then we get

(Aε
w(t, x,∇u),∇u) =

(
Aε

w(t, x,∇u),
[
I − η2θ ⊗ θ

]−1
Rη∇

)
⩾
(
1− η2

)
|∇u|2 (1 + |∇u|)pw(t,x)−2

=
(
1− η2

)
(|∇u|+ 1− 1)2 (1 + |∇u|)pw(t,x)−2

⩾
(
1− η2

) (
|∇u|pw(t,x) − 2 (1 + |∇u|)pw(t,x)−1

)
⩾
(
1− η2

) (
|∇u|pw(t,x) − 4

)
a.e. in QT . (3.14)

Theorem 3.2. Let f ∈ L2(QT ), f0 ∈ L2(Ω), and v ∈ Vad be given distributions,
and θ ∈ L∞(Ω;R2) is some vector field. Then, for each positive value ε > 0, the
Cauchy-Neumann problem

∂u

∂t
− ε∆u− divAε

u(t, x,∇u) + κu = κ(f − v) in QT := (0, T )× Ω, (3.15)

∂νu = 0 on (0, T )× ∂Ω, (3.16)
u(0, ·) = f0 in Ω, (3.17)

has a weak solution uε ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;W 1,2(Ω)) verifying (3.15)–
(3.17) in the sense of distributions.
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Proof. We introduce the space

W (0, T ) =

{
w ∈ L2(0, T ;W 1,2(Ω)),

dw

dt
∈ L2(0, T ;

[
W 1,2(Ω)

]′
)

}
.

This space is a Hilbert space with respect to the graph norm. Let us fix an
arbitrary function w ∈W (0, T ) ∩ L∞(0, T ;L2(Ω)) such that

∥w∥L2(0,T ;W 1,2(Ω)) ⩽ C1,

∥w∥L∞(0,T ;L2(Ω)) ⩽
√
2κC1,

∥∂w
∂t ∥L2(0,T ;(W 1,2(Ω))′) ⩽ C3,

w(0, ·) = f0 in Ω,

 (3.18)

with

C1 =

√
∥f − v∥2

L2(QT )
+

2

κ
∥f0∥2L2(Ω)

,

C2 =
(
Λ−1κC2

1 + 5
)1/p−

,

where the constant Λ comes from inequality (3.11), and C3 is defined in (3.31).
We divide the proof onto several steps.

Step 1. Let us associate with w the following variational problem: Find u =
Uε(w) ∈W (0, T ) satisfying〈

∂u(t)

∂t
, ψ

〉
+

ˆ
Ω
[ε (∇u(t),∇ψ) + (Aε

w(t, x,∇u(t)),∇ψ) + κu(t)ψ] dx

= κ

ˆ
Ω
(f(t)− v(t))ψ dx, ∀ψ ∈W 1,2(Ω) a.e. in [0, T ], (3.19)

u(0) = f0. (3.20)

Since

the condition w ∈W (0, T ) implies w ∈ C([0, T ];L2(Ω)) (3.21)

(see [29, Chapter XVIII]), it follows from Lemma 2.1 that the corresponding
exponent

pw := 1 + g

(
1

h

ˆ t

t−h
|(∇Gσ ∗ w(τ, ·))|2 dτ

)
is such that pw ∈ C0,1(QT ) and 1 < p− ⩽ q(·, ·) ⩽ p+ in QT , with p+ = 2 and
p− = 1 + δ, where (see the proof of Lemma 2.1)

δ = g

(
∥Gσ∥C1(Ω−Ω)

1

h
∥w∥L1(0,T ;L1(Ω))

)
.

Taking into account that the anisotropic diffusion tensor Rη satisfies the two-
side inequality (2.14), it is easy to deduce that, for a given value ε > 0, the
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principle operator B : L2(0, T ;W 1,2(Ω)) → L2(0, T ;
(
W 1,2(Ω)

)′
), defined by the

rule
⟨Bu, q⟩ =

ˆ
QT

(ε∇u+Aε
w(t, x,∇u),∇q) dxdt+ κ

ˆ
QT

uq dxdt,

is coercive, monotone, and hemicontinuous, where the hemicontinuity property
means the continuity of the scalar function

z(λ) = ⟨B(u+ λq), φ⟩

=

ˆ
QT

(ε(∇u+ λ∇q) +Aε
w(t, x,∇u+ λ∇q),∇φ) dxdt

+ κ

ˆ
QT

(u+ λq)φdxdt, ∀u, q, φ ∈ L2(0, T ;W 1,2(Ω))

at the point λ = 0. Since Aε
w is a Carathéodory functions, this property can be

easily derived with the Lebesgue theorem and the following estimate

|Aε
w(t, x,∇u+ λ∇q)||∇φ|

⩽
1

p′w(t, x)
|Aε

w(t, x,∇u+ λ∇q)|p′w(t,x) +
1

pw(t, x)
|∇φ|pw(t,x)

by (2.2)
⩽

c0
2
(|∇u+ λ∇q|+ ε)pw(t,x)−2 |∇u+ λ∇q|2 + 1

p−
|∇φ|pw(t,x)

⩽ c1

(
|∇u|pw(t,x) + |∇q|pw(t,x) + 1

)
+

1

p−
|∇φ|pw(t,x) ∈ L1(QT ). (3.22)

Hence, by the classical results on parabolic equations [46] (see also results
of Alkhutov and Zhikov [4, 5]), we deduce that the problem (3.19)–(3.20) has
a unique weak solution Uε(w) ∈ W (0, T ) in the sense of distributions. Since
the integral identity (3.19) is valid for all test functions ψ = ψ(t, x) which are
stepwise with respect to variable t, it follows that this identity remains true for
all ψ ∈ L2(0, T ;W 1,2(Ω)), and hence for all ψ ∈W 1,2(QT ) such that ψ(T, ·) = 0.
So, after integration by parts, one can easily deduces from (3.19) that the solution
Uε(w) satisfies both the integral identity
ˆ
QT

(
−Uε(w)

∂φ

∂t
+ (ε∇Uε(w) +Aε

w(t, x,∇Uε(w)),∇φ) + κUε(w)φ

)
dxdt

= κ

ˆ
QT

(f − v)φdxdt+

ˆ
Ω
f0φ|t=0 dx ∀φ ∈ Φ (3.23)

and the energy equality
1

2

ˆ
Ω
U2
ε (w) dx

+

ˆ t

0

ˆ
Ω

(
ε|∇Uε(w)|2 + (Aε

w(s, x,∇Uϵ(w)),∇Uε(w)) + κU2
ε (w)

)
dxds

= κ

ˆ t

0

ˆ
Ω
(f − v)Uε(w) dxds+

ˆ
Ω
f20 dx, ∀ t ∈ [0, T ], (3.24)
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where, in view of (3.21), the first term in (3.24) is well defined for each t ∈ [0, T ].

Step 2. Using (3.24), we see that

1

2

ˆ
Ω
U2
ε (w) dx+ κ

ˆ t

0

ˆ
Ω
U2
ε (w) dxds

⩽
κ

2
∥f − v∥2L2(QT ) +

κ

2
∥Uϵ(w)∥2L2(QT ) + ∥f0∥2L2(Ω).

From this, (3.24), and (3.11), we derive the following estimates:

∥Uε(w)∥2L2(QT ) ⩽ ∥f − v∥2L2(QT ) +
2

κ
∥f0∥2L2(Ω) =: C2

1 , (3.25)

∥∇Uε(w)∥Lpw(·)(QT ;R2)

by (2.21)
⩽

(ˆ
QT

|∇Uε(w)|pw(t,x) dxdt+ 1

)1/p−

⩽
(
Λ−1

(
∥f0∥2L2(Ω) +

κ

2
∥f − v∥2L2(QT ) +

κ

2
∥Uϵ(w)∥2L2(QT )

)
+ 5
)1/p−

by (3.25)
⩽

(
Λ−1κC2

1 + 5
)1/p−

=: C2, (3.26)

∥Uε(w)∥L∞(0,T ;L2(Ω)) ⩽

√
2
(
∥f0∥2L2(Ω)

+
κ

2
∥f − v∥2

L2(QT )
+
κ

2
∥Uε(w)∥2L2(QT )

)
⩽

√
2κC1, (3.27)

∥∇Uε(w)∥L2(QT ;R2) ⩽
1√
ε

√
∥f0∥2L2(Ω)

+
κ

2
∥f − v∥2

L2(QT )
+
κ

2
∥Uε(w)∥2L2(QT )

⩽

√
κ

ε
C1, (3.28)

ˆ
QT

|Aε
w(t,x,∇Uε(w))|p

′
w(t,x) dxdt

by (3.25)
⩽

(√
2
)p′w(t,x)

ˆ
QT

(|∇Uε(w)|+ ε)pw(t,x) dxdt

by (3.26)
< +∞. (3.29)

We also notice that there exists a constant C3 > 0 such that

∣∣∣∣〈∂Uε(w)

∂t
, ψ

〉∣∣∣∣ by (3.19)
⩽

√
ε∥∇Uε(w)∥L2(QT ;R2)∥∇ψ∥L2(QT ;R2)

+ 2∥Aε
w(t, x,∇Uε(w))∥Lp′w(·)(QT ;R2)

∥∇ψ∥Lpw(·)(QT ;R2)

+ κ∥Uε∥L2(QT )∥ψ∥L2(QT ) + κ∥f − v∥L2(QT )∥ψ∥L2(QT )
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by (2.24)
⩽

[√
ε∥∇Uε(w)∥L2(QT ;R2) + κ∥Uε∥L2(QT ) + κ∥f − v∥L2(QT )

]
× ∥ψ∥L2(0,T ;W 1,2(Ω))

+

(
1 +

ˆ
QT

|Aε
w(t, x,∇Uε(w))|p

′
w(t,x) dxdt

)1/2

× (1 + T |Ω|)1/2 ∥ψ∥L2(QT )

by (3.25)–(3.29)
⩽ C3∥ψ∥L2(0,T ;W 1,2(Ω)), ∀ψ ∈ L2(0, T ;W 1,2(Ω)). (3.30)

Hence, ∥∥∥∥∂Uε(w)

∂t

∥∥∥∥
L2(0,T ;(W 1,2(Ω))′)

⩽ C3. (3.31)

Taking into account these estimates, we introduce the following subset W0 of
the space W (0, T )

W0 =

z ∈W (0, T )

∣∣∣∣∣∣∣∣
∥z∥L2(0,T ;W 1,2(Ω)) ⩽

(
1 +

√
κ
ε

)
C1,

∥z∥L∞(0,T ;L2(Ω)) ⩽
√
2κC1,

∥∂z
∂t ∥L2(0,T ;(W 1,2(Ω))′) ⩽ C3,

z(0, ·) = f0


In view of estimates (3.25)–(3.31) and condition (3.18), it is clear that w ∈ W0

and, hence, Uϵ can be interpreted as a mapping from W0 into W0. Moreover,
we see that W0 is a nonempty, convex, and weakly compact subset of W (0, T ).
Moreover, in view of the fact that the embedding of W 1,2(Ω) in L2(Ω) is compact,
a refinement of Aubin’s lemma (see, e.g. [53, Section 8, Corollary 4] ensures that
any bounded subset of W (0, T ) is relatively compact in L2(QT ). So, in order
to apply the Schauder fixed-point theorem, it remains to show that the mapping
Uε is weakly continuous from W0 into W0. As a result, the Schauder fixed-point
theorem will provide the existence of element uε in W0 such that uε = Uϵ(uε).
Step 3. Let {wj}j∈R be a sequence in W0 converging weakly in W0 to some
w ∈W0. Setting uε,j = Uε(wj) and utilizing the weak compactness of the set W0

and the Aubin’s lemma, we see that {uε,j}j∈R contains a subsequence such that

uε,j ⇀ uε weakly in L2(0, T ;W 1,2(Ω)), (3.32)

uε,j → uε strongly in L2(0, T ;L2(Ω)), (3.33)
∂uε,j
∂t

⇀
∂uε
∂t

weakly in L2(0, T ;
(
W 1,2(Ω)

)′
), (3.34)

uε,j → uε strongly in L2(0, T ;L2(Ω)) and a.e. in QT , (3.35)
∂uε,j
∂xi

⇀
∂uε
∂xi

weakly in L2(0, T ;L2(Ω)), (3.36)

wj → w strongly in L2(0, T ;L2(Ω)). (3.37)
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Then Lemma 2.1 implies that

pwj (t, x) → pw(t, x) uniformly in QT as j → ∞. (3.38)

Moreover, taking into account that

∥Aε
wj
(t, x,∇uε,j)∥(p

+)′

L(p+)′ (QT ;R2)

by (2.23)
⩽ (1 + T |Ω|) ∥Aε

wj
(t, x,∇uε,j)∥(p

+)′

L
p′wj

(·)
(QT ;R2)

by (2.21)
⩽ (1 + T |Ω|)

(
1 +

ˆ
QT

|Awj (t, x,∇uε,j)|
p′wj

(t,x)
dxdt

)
⩽ C

(
1 +

ˆ
QT

|∇uε,j |pwj dxdt

)
by (3.26)
< ∞, (3.39)

we deduce from (3.28) and (2.17) that the sequence
{
ε∇uε,j +Aε

wj
(t, x,∇uε,j)

}
j∈R

is bounded in L(p+)′(QT ;R2). Hence, we can suppose that there exists an element
z ∈ L(p+)′(QT ;R2) such that

ε∇uε,j +Aε
wj
(t, x,∇uε,j)⇀ z weakly in L(p+)′(QT ;R2) as j → ∞. (3.40)

Utilizing this fact together with the properties

uε,j ⇀ uε in Lp−(0, T ;W 1,p−(Ω)) with p− = 1 + δ (by (3.32)),

{uε,j}j∈N are bounded in L∞(0, T ;L2(Ω)) (by (3.27)),

uε,j ∈ Lp+(0, T ;W 1,p+(Ω)) ∀ j ∈ N by (3.28),

sup
j∈N

∥
(
Aε

wj
(t, x,∇uε,j),∇uε,j

)
∥L1(QT ) <∞ (by (3.22)),

(3.41)

and taking into account that 1 < 1 + δ = p− < p+ = 2 < 2p−, we deduce from
Theorem 2.1 that the flow Aε

wj
(t, x,∇uϵ,j) weakly converges in L(p+)′(QT ;R2) to

the flow Aε
w(t, x,∇uε), i.e., z = Aε

w(t, x,∇uε).
Then we can pass to the limit in relations (3.19)–(3.20) with u = uε,j and

w = wj as j → ∞. This yields〈
∂uε(t)

∂t
, ψ

〉
+

ˆ
Ω
[ε (∇uε(t),∇ψ) + (Aε

w(t, x,∇uε(t)),∇ψ) + κuε(t)ψ] dx

= κ

ˆ
Ω
(f(t)− v(t))ψ dx, ∀ψ ∈W 1,2(Ω) a.e. in [0, T ], (3.42)

uε(0) = f0, (3.43)

i.e., uε = Uε(w). Moreover, since variational problem (3.42)–(3.43) has a unique
solution, it follows that the entire sequence {uε,j}j∈R converges weakly in W (0, T )
to uε = Uε(w).
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Thus, the mapping Uε : W0 7→ W0 is weakly continuous and, hence, by the
Schauder fixed point theorem, uε is a weak solution of the perturbed problem
(3.15)–(3.17).

To the end of this proof, let us make use of the following observation: if uε
is a weak solution to (3.15)–(3.17), then arguing as at the Step 1 and using the
integration by parts formula, it is easily to deduce from (3.19) that uε satisfies
the integral identity

ˆ
QT

(
−uε

∂φ

∂t
+ ε (∇uε,∇φ) +

(
Aε

uε
(t, x,∇uε),∇φ

)
+ κuεφ

)
dxdt

= κ

ˆ
QT

(f − v)φdxdt+

ˆ
Ω
f0φ|t=0 dx ∀φ ∈ Φ. (3.44)

Let us specify some extra properties of the weak solutions uε, given by Theo-
rem 3.2.

Corollary 3.1. Let f ∈ L2(QT ), f0 ∈ L2(Ω), v ∈ Vad, θ ∈ L∞(Ω;R2) , and ε > 0
be given. Let uε ∈ W (0, T ) be a weak solution of (3.15)–(3.17) in the sense of
distributions given by Theorem 3.2. Then uε ∈Wuε(QT ) and the following energy
equality holds

1

2

ˆ
Ω
u2ε dx+

ˆ t

0

ˆ
Ω

(
ε|∇uε|2 +

(
Aε

uε
(t, x,∇uε),∇uε

)
+ κu2ε

)
dxds

= κ

ˆ t

0

ˆ
Ω
(f − v)uε dxds+

ˆ
Ω
f20 dx ∀ t ∈ [0, T ]. (3.45)

Proof. Taking into account the definition of the space Wuε(QT ) (see (3.9)), let us
show that ˆ

QT

|Rη∇uε|puε (t,x) dxdt < +∞ for a.e. t ∈ [0, T ].

Since uε is a solution of (3.15)–(3.17) given by Theorem 3.2, it follows that
there exists a sequence {uε,j}j∈R ∈ W0 with properties (3.32)–(3.36) and such
that uε,j = Uε(uε,j−1), for j = 2, 3, . . . . Moreover, this sequence possesses the
properties (3.40)–(3.41). Hence, ∇uε,j ∈ L1(QT ;R2) by (3.32), and
ˆ
QT

|∇uε,j |puε,j dxdt =
1

Λ

ˆ
QT

Λ|∇uε,j |puε,j dxdt >∞

⩽
1

Λ
sup
j∈N

ˆ
QT

(∣∣∣(Aε
uε,j−1

(t, x,∇uε,j),∇uε,j
)∣∣∣+ 4

)
dxdt

by (3.41)
< ∞. (3.46)
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Therefore,ˆ
QT

|Rη∇uε,j |puε,j (t,x) dxdt ⩽
ˆ
QT

|∇uε,j |puε,j (t,x) dxdt < +∞. (3.47)

Then, by Proposition 2.2 and property (3.41)1, we have:ˆ
QT

|Rη∇uε|puε (t,x) dxdt ⩽ lim inf
j→∞

ˆ
QT

|Rη∇uε,j |puε,j (t,x) dxdt <∞.

Thus, uε ∈Wuε(QT ).
It remains to prove the energy equality (3.45). Since uε is in W (0, T ) and the

set of test functions C∞([0, T ];C∞
c (RN )) is dense in L2(0, T ;W 1,2(Ω)), it follows

that there exists a sequence {φj}j∈N ⊂ C∞([0, T ];C∞
c (RN )) such that

φj → uε in L2(0, T ;W 1,2(Ω)) as j → ∞. (3.48)

Taking into account that, for each j ∈ N, the integral identity
ˆ t

0

ˆ
Ω

[
ε (∇uε(t),∇φj(t)) +

(
Aε

uε
(t, x,∇uε(t)),∇φj(t)

)
+ κuε(t)φj(t)

]
dxdt

+

ˆ t

0

〈
∂uε(t)

∂t
, φj(t)

〉
dt = κ

ˆ t

0

ˆ
Ω
(f(t)− v(t))φj(t) dxdt, ∀ j ∈ N, ∀ t ∈ [0, T ]

(3.49)

holds true, we can pass to the limit in (3.49) as j → ∞. To do so, we notice that
ˆ t

0

ˆ
Ω

(
Aε

uε
(t, x,∇uε(t)),∇φj(t)

)
dxdt

=

ˆ t

0

ˆ
Ω

(
Aε

uε
(t, x,∇uε(t)),∇uε(t)

)
dxdt

+

ˆ t

0

ˆ
Ω

(
Aε

uε
(t, x,∇uε(t)),∇φj(t)−∇uε(t)

)
dxdt,

where ∇φj −∇uε → 0 a.e. in QT by (3.48), and∣∣(Aε
uε
(t, x,∇uε),∇φj −∇uε

)∣∣ ⩽ c1|∇uε|puε +
1

p−
|∇φj −∇uε|puε + c1 ∈ L1(QT )

by (3.22). Hence, by the Lebesgue dominated theorem, the limit passage in (3.49)
leads to the equality
ˆ t

0

ˆ
Ω

[
ε (∇uε(t),∇uε(t)) + (Aε

w(t, x,∇uε(t)),∇uε(t)) + κu2ε(t)
]
dxdt

+

ˆ t

0

〈
∂uε(t)

∂t
, uε(t)

〉
dt = κ

ˆ t

0

ˆ
Ω
(f(t)− v(t))uε(t) dxdt, ∀ t ∈ [0, T ].

(3.50)

Thus, to obtain the energy equality (3.45), it remains to apply the integration by
parts formula.
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For our further analysis, we make use of the following result.

Lemma 3.1. Let {uε}ε→0 ⊂W (0, T ) be a sequence such that

sup
ε→0

(
ε

ˆ
QT

|∇uε|2 dxdt
)
< +∞. (3.51)

Then ε∇uε ⇀ 0 in L2(QT ;RN ).

Proof. Let φ ∈ C∞
0 (QT ) be an arbitrary vector-function. Then

∣∣∣∣ˆ
QT

(ε∇uε, φ) dxdt
∣∣∣∣ ⩽ √

ε

(ˆ
QT

ε|∇uε|2 dxdt
)1/2(ˆ

QT

|φ|2 dxdt
)1/2

.

Hence, the sequence {ε∇uε}ε→0 is bounded in L2(QT ;RN ). As a result, we have

∣∣∣∣ˆ
QT

(ε∇uε, φ) dxdt
∣∣∣∣ by (3.51)

⩽ C
√
ε

(ˆ
QT

ε|∇uε|2 dxdt
)1/2

⩽ Ĉ
√
ε→ 0.

The proof is complete.

We are now in a position to prove the main result of this section.

Theorem 3.3. Let f ∈ L2(QT ), f0 ∈ L2(Ω), and θ ∈ L∞(Ω;R2) be given distri-
butions. Then, for each v ∈ Vad, the initial-boundary value problem (3.1)–(3.3)
admits at least one weak solution u ∈Wu(QT ).

Proof. Let ε be a small parameter which varies within a strictly decreasing se-
quence of positive numbers converging to 0. Let {uε ∈W (0, T )}ε→0 be a se-
quence of weak solutions to the approximating problem (3.15)–(3.17) given by
Theorem 3.2. Then, for each ε > 0, uε satisfies the energy equality (3.45). Hence,
we can deduce from (3.45) the following estimates

sup
ε>0

∥uε∥2L2(QT ) ⩽ C2
1 = ∥f − v∥2L2(QT ) +

2

κ
∥f0∥2L2(Ω), (3.52)

sup
ε>0

∥∇uε∥Lpuε (·)(QT ;R2)

by (2.21)
⩽ sup

ε>0

(ˆ
QT

|∇uε|puε (t,x) dxdt+ 1

)1/p−

by (3.45)
⩽ sup

ε>0

(
Λ−1

(
∥f0∥2L2(Ω) +

κ

2
∥f − v∥2L2(QT ) +

κ

2
∥uε∥2L2(QT )

)
+ 5
)1/p−

by (3.52)
⩽ C2 =

(
Λ−1κC2

1 + 5
)1/p−

, (3.53)
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sup
ε>0

∥∇uε∥Lp− (QT ;R2)

by (2.23)
⩽ sup

ε>0
(1 + T |Ω|)1/p

−
∥∇uε∥Lpuε (·)(QT ;RN )

by (3.53)
⩽ (1 + T |Ω|)1/p

−
C2, (3.54)

sup
ε>0

∥uε∥L∞(0,T ;L2(Ω)) ⩽ sup
ε>0

√
2
(
∥f0∥2L2(Ω)

+
κ

2
∥f − v∥2

L2(QT )
+
κ

2
∥uε∥2L2(QT )

)
⩽

√
2κC1, (3.55)

∥∇uε∥L2(QT ;R2) ⩽
1√
ε

√
|f0∥2L2(Ω)

+
κ

2
∥f − v∥2

L2(QT )
+
κ

2
∥uε∥2L2(QT )

⩽

√
κ

ε
C1. (3.56)

Taking this into account, we see that the sequence {uε}ε→0 is bounded in the
spaces L∞(0, T ;L2(Ω)) and Lp−(0, T ;W 1,p−(Ω)). Therefore, there exists an ele-
ment

u ∈ Lp−(0, T ;W 1,p−(Ω)) ∩ L∞(0, T ;L2(Ω)) (3.57)

such that, up to a subsequence, uε ⇀ u in Lp−(0, T ;W 1,p−(Ω)) as ε → 0. More-
over, the uniform boundedness of the fluxes

{
Aε

uε
(t, x,∇uε)

}
ε→0

in L(p+)′(QT ;R2)
with respect to ε > 0 implies that this sequence is sequentially weakly compact
in L(p+)′(QT ;R2) (for arguments see (3.39)). Hence, we may admit the existence
of a vector-function w such that wε = Aε

uε
(t, x,∇uε) ⇀ w in L(p+)′(QT ;R2)

as ε → 0. Arguing as in the proof of Theorem 3.2, it can be shown that
supε→0 ∥ (wε,∇uε) ∥L1(QT ) < ∞. As a result, Theorem 2.1 implies that the flow
Aε

uε
(t, x,∇uε) weakly converges in L(p+)′(QT ;R2) to the flow w = Au(t, x,∇u).

Then, utilizing Lemma 3.1, we see that the passage to the limit in the inte-
gral identity (3.44) leads to a similar identity for equation (3.1). It remains to
take into account Lemma 2.4 and relations (3.46)–(3.47) in order to deduce thatˆ
QT

|Rη∇u|pu(t,x) dxdt < +∞. Thus, u is an element of the space Wu(QT ) and,

as a consequence, u is a weak solution to the problem (3.1)–(3.3).

Before proceeding further, it is worth to notice that the uniqueness of weak
solutions to the perturbed problem (3.15)–(3.17) and, hence, for the original one
(3.1)–(3.3), seems to be an open question. In view of this, we adopt the following
concept:

Definition 3.2. We say that a weak solution u ∈Wu(QT ) to the problem (3.1)–
(3.3), for given distributions f ∈ L2(QT ), f0 ∈ L2(Ω), θ ∈ L∞(Ω;R2), and
v ∈ Vad, is W0-attainable if there exists a sequence {εn}n∈N converging to zero as
n→ ∞ and such that

un ⇀ u in Lp−(0, T ;W 1,p−(Ω)),

Aεn
un−1

(t, x,∇un)⇀ Au(t, x,∇u) in L(p+)′(QT ;R2)
as n→ ∞, (3.58)
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where, for each n ∈ N, un is the weak solution to the following perturbed problem

∂u

∂t
− εn∆u− divAεn

un−1
(t, x,∇u) + κu = κ(f − v) in QT , (3.59)

∂νu = 0 on (0, T )× ∂Ω, (3.60)
u(0, ·) = f0 in Ω. (3.61)

We can supplement the result on Theorem 3.3 with the following assertions.

Corollary 3.2. Let u ∈ Wu(QT ) be a weak solution to the problem (3.1)–(3.3)
that has been obtained as a cluster point of the weak solutions {uϵ ∈W (0, T )} to
the approximating problems (3.15)–(3.17). Then the following energy inequality

1

2

ˆ
Ω
u2 dx+

ˆ t

0

ˆ
Ω

(
(Au(t, x,∇u),∇u) + κu2

)
dxdt

⩽ κ

ˆ t

0

ˆ
Ω
(f − v)u dxdt+

ˆ
Ω
f20 dx (3.62)

holds true for almost all t ∈ [0, T ].

Proof. To deduce this inequality, we make use of the estimate (3.31) and the
celebrated Aubin’s lemma. As a result, we can supplement the properties (3.58)
by the following one: uε → u in L2(0, T ;L2(Ω)) as ε → 0. So, without loss
of generality, we can suppose that uε(t, x) → u(t, x) almost everywhere in QT .
Hence,

∥uε(t, ·)∥2L2(Ω) → ∥u(t, ·)∥2L2(Ω) for a.a t ∈ [0, T ]. (3.63)

Taking this fact into account and passing to the limit in relation (3.45) as ε→ 0
using the weak convergence uε ⇀ u in Lp−(0, T ;W 1,p−(Ω)), Lemma 2.3, and the
weak convergence of fluxes to flux (Theorem 2.1), we arrive at the announced
inequality (3.62).

Remark 3.1. It is worth to emphasize that Theorem 3.3 can be now specified
as follows: For given f ∈ L2(QT ), f0 ∈ L2(Ω), θ ∈ L∞(Ω;R2), and v ∈ Vad,
the initial-boundary value problem (3.1)–(3.3) admits at least one W0-attainable
weak solution u ∈ Wu(QT ) for which the energy inequality (3.62) holds true for
all t ∈ [0, T ]. Moreover, as follows from estimates (3.52)–(3.55), this solution
in bounded in Lp−(0, T ;W 1,p−(Ω)) ∩ L∞(0, T ;L2(Ω)). However, the mapping
t 7→ ∥u(t, ·)∥L2(Ω) is not necessary continuous. Because of that the second term
1
2

´
Ω|u(T )− f0|2 dx in the cost functional is not well defined (see Proposition 3.1

for the details). This means that the original OCP (1.1)–(1.5) is generally ill
posed, and some its relaxation is required.
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4. Setting of the Relaxed Optimal Control Problem and
Existence Result

As was pointed out in the previous section, the operator −div Au(t, x,∇u) +
κu provides an example of a non-linear operator in divergence form which is
neither monotone nor coercive. In this case (see Theorem 3.3) the initial-boundary
value problem (3.1)–(3.3) admits a W0-attainable weak solution that satisfies the
energy inequality (3.62). However, it is unknown whether under some admissible
control v ∈ Vad this solution is unique and belongs to the space C([0, T ];L2(Ω)).
Moreover, it is an open question whether all weak solutions to (3.1)–(3.3) satisfy
energy inequality (3.62) that plays a crucial role for derivation of a priori estimates
like (3.52)–(3.55).

Our prime interest in this section is to study the existence issues for the
following relaxed version of the original optimal control problem

Minimize J(v, u) = ∥v∥2L2(0,T ;L1(Ω)) +
µ

2ω

ˆ T

T−ω
∥u(t, ·)− f0(·)∥2L2(Ω) dt

subject to the constraints (1.2)–(1.4), (3.5),
(4.1)

where ω is a small positive value such that T − ω ≫ 0, f ∈ L2(Ω), f0 ∈ L2(Ω),
v ∈ Vad, and θ ∈ L∞(Ω;R2) are given distributions.

In image processing, the distributions f ∈ L2(Ω) and f0 ∈ L2(Ω) are usually
related to some noise-corrupted image. For instance, f ∈ L2(Ω) is the original
gray-scale image with noise, whereas f0 ∈ L2(Ω) is the pre-denoised image by
applying a median filter to f . In this case θ ∈ L∞(Ω;R2) can be stood for the
vector field of unit normals to the topographic map of a smoothed version of
function f0. So, instead of EI in (2.11), we can take

(Gσ ∗ f0) (x) =
ˆ
Ω
Gσ(x− y)f0(y) dy, ∀x ∈ Ω.

We say that (v.u) is a feasible pair to OCP (4.1) if:

v ∈ Vad, u ∈Wu(QT ), J(v, u) < +∞,

(v, u) are related by integral identity (3.10) and energy inequality (3.62),

and u is a W0-attainable weak solution to (3.1)–(3.3) for the given v.


(4.2)

Let Ξ ⊂ L2(QT )×Wu(QT ) be the set of all feasible solutions to the problem
(4.1). Then Theorem 3.3 implies that Ξ ̸= ∅. Since the structure of the set Ξ
and its main topological properties are unknown, we begin with the following
observation.

Theorem 4.1. For given distributions f ∈ L2(QT ), f0 ∈ L2(Ω), and θ ∈
L∞(Ω;R2), the set Ξ is sequentially closed with respect to the weak topology of
L2(QT )× Lp−(0, T ;W 1,p−(Ω)).
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Proof. Let {(vk, uk)}k∈N ⊂ Ξ be a sequence such that

vk ⇀ v in L2(QT ), uk ⇀ u in Lp−(0, T ;W 1,p−(Ω)). (4.3)

Since the set Vad is convex and closed, it follows by Mazur’s theorem that Vad

is sequentially closed with respect to the weak topology of L2(QT ). Therefore,
v ∈ Vad. Our aim is to show that (v, u) ∈ Ξ. We will do it in several steps.

Step 1. By the initial assumptions, for each k ∈ N, the pair (vk, uk) satisfy the
energy inequality (3.62), and uk is a W0-attainable weak solution of (3.1)–(3.3).
Hence, we may suppose that there exists a sequence {uk,n}n∈N ⊂ W (0, T ) such
that {uk,n}n∈N are the weak solutions (in the sense of distributions) of (3.59)–
(3.61) with εn = 1/n and v = vk. and

uk,n ⇀ uk in Lp−(0, T ;W 1,p−(Ω)), as n→ ∞, (4.4)

A1/n
uk,n−1

(t, x,∇uk,n)⇀ Auk
(t, x,∇uk) in L(p+)′(QT ;R2) as n→ ∞, (4.5)

Moreover, the fact that the energy equality

1

2

ˆ
Ω
u2k,n dx+

ˆ t

0

ˆ
Ω

(
1

n
|∇uk,n|2 +

(
A1/n

uk,n−1
(t, x,∇uk,n),∇uk,n

)
+ κu2k,n

)
dxdt

= κ

ˆ
QT

(f − vk)uk,n dxdt+

ˆ
Ω
f20 dx, ∀ t ∈ [0, T ] (4.6)

holds true for all n, k ∈ N, implies the boundedness of the sequence {uk,k}k∈N
in the space Lp−(0, T ;W 1,p−(Ω)) ∩ L∞(0, T ;L2(Ω)). Hence, combining this fact
with (4.4) and (4.3), we deduce

uk,k ⇀ u in Lp−(0, T ;W 1,p−(Ω)), as k → ∞, (4.7)

uk,k ⇀ u in L2(0, T ;L2(Ω)), as k → ∞. (4.8)

Step 2. Utilizing the energy equality (4.6) and arguing as in (3.25)–(3.27),
we can derive the following a priori estimates

∥uk,k∥2L2(QT ) ⩽ 2∥f∥2L2(QT ) + 2 sup
k∈N

∥vk∥2L2(QT ) +
2

κ
∥f0∥2L2(Ω) =: S2

1 , (4.9)

∥∇uk,k∥p
−

L
puk,k−1

(·)
(QT ;R2)

⩽ Λ−1
(
∥f0∥2L2(Ω) +

κ

2
∥f − vk∥2L2(QT ) +

κ

2
∥uk,k∥2L2(QT )

)
+ 5

⩽ Λ−1
(
2∥f0∥2L2(Ω) + 2κ∥f∥2L2(QT ) + 2κ∥vk∥2L2(QT )

)
+ 5

=
Λ−1

κ
S2
1 + 5 =: Sp−

2 , (4.10)

∥∇uk,k∥Lp− (QT ;R2)
⩽ (1 + T |Ω|)1/p

−
S2, (4.11)
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∥uk,k∥L∞(0,T ;L2(Ω)) ⩽

√
2
(
∥f0∥2L2(Ω)

+
κ

2
∥f − vk∥2L2(QT )

+
κ

2
∥uk,k∥2L2(QT )

)
⩽

√
2

κ
S1, (4.12)

∥∇uk,k∥L2(QT ;R2) ⩽
√
k
√

∥f0∥2L2(Ω)
+ κ∥f − vk∥L2(QT )∥uk,k∥L2(QT )

by (4.9)
⩽

√
k

κ
S1. (4.13)

for all k ∈ N, where

sup
k∈N

∥vk∥L2(QT ) ⩽
√
T∥vb∥L2(Ω) < +∞. (4.14)

Let us show that the following asymptotic property

1

k
∇uk,k ⇀ 0 in L2(QT ;R2) (4.15)

holds true.
Indeed, for any vector-valued test function φ ∈ C∞

0 (QT ), we have∣∣∣∣ˆ
QT

(
1

k
∇uk,k, φ

)
dxdt

∣∣∣∣ ⩽ 1√
k

(ˆ
QT

1

k
|∇uk,k|2 dxdt

)1/2(ˆ
QT

|φ|2 dxdt
)1/2

.

Hence, the sequence
{
1
k∇uk,k

}
k∈N is bounded in L2(QT ;R2). As a result, we

obtain∣∣∣∣ˆ
QT

(
1

k
∇uk,k, φ

)
dxdt

∣∣∣∣ by (4.13)
⩽ S1

1√
kκ

(ˆ
QT

|φ|2 dxdt
)1/2

→ 0 as k → ∞.

Step 3. At this step we prove that the flux 1
k∇uk,k + A

1/k
uk,k−1(t, x,∇uk,k)

weakly converges in L(p+)′(QT ;R2) to the flux Au(t, x,∇u) as k → ∞. With that
in mind, we show that all preconditions (C1)–(C7) of Theorem 2.1 are fulfilled.

To begin with, we notice that the conclusion, similar to (4.7), can be also
made with respect to the sequence {uk,k−1}k∈N. Then Lemma 2.1 implies that

puk,k−1
(t, x) → pu(t, x) uniformly in QT as k → ∞. (4.16)

Moreover, we deduce from (3.8) and (4.10) that the sequence{
1

k
∇uk,k +A1/k

uk,k−1
(t, x,∇uk,k)

}
k∈R

is bounded in L(p+)′(QT ;R2). Hence, we can suppose that there exists an element
z ∈ L(p+)′(QT ;R2) such that

1

k
∇uk,k +A1/k

uk,k−1
(t, x,∇uk,k)⇀ z weakly in L(p+)′(QT ;R2) as k → ∞. (4.17)
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We also make use of the following observation: the sequence{
1

k
|∇uk,k|2 +

(
A1/k

uk,k−1
(t, x,∇uk,k),∇uk,k

)}
k∈N

(4.18)

is uniformly bounded in L1(QT ). Indeed, this inference is a direct consequence of
estimates (4.13), (4.10), and (3.22). Utilizing this fact together with the properties
(4.16), (4.17), (3.6), (4.7) and

uk,k ∈ Lp+(0, T ;W 1,p+(Ω)) ∀ k ∈ N by (4.9),(4.13),

and taking into account that 1 < 1 + δ = p− < p+ = 2 < 2p−, we see that all
preconditions of Theorem 2.1 hold true. Hence, in view of the property (4.15),
the assertion (4.17) can be rewritten as follows

1

k
∇uk,k +A1/k

uk,k−1
(t, x,∇uk,k)⇀ Au(t, x,∇u)

weakly in L(p+)′(QT ;R2) as k → ∞. (4.19)

Step 4. The standard formulation of the Aubin-Lions lemma states that if
U is a bounded set in Lp(0, T ;X) and ∂U/∂t = {∂u/∂t : u ∈ U} is bounded
in Lr(0, T ;Y ), r ⩾ 1, then U is relatively compact in Lp(0, T ;B), under the
conditions that

X ↪→ B compactly, B ↪→ Y continuously.

Setting U = {uk,k}k∈N, we deduce from (4.9)–(4.12) that

{uk,k}k∈N is bounded in Lp−(0, T ;W 1,p−(Ω) ∩ L2(Ω)). (4.20)

Since, by the Sobolev embedding Theorem, W 1,p−(Ω) ↪→ Lp−(Ω) compactly, it
follows from the Lebesgue dominated Theorem that the following embeddings are
compact as well

W 1,p−(Ω)∩L2(Ω) ↪→ L2(Ω), L2(Ω) ↪→
(
W 1,2(Ω)

)′ (by the duality arguments).
(4.21)

Further, having in mind the fact that for each k ∈ N, the functions uk,k are the
solutions in W (0, T ) of the variational problem〈

∂uk,k(t)

∂t
, φ

〉
(W 1,2(Ω))′;W 1,2(Ω) +

ˆ
Ω

[
1

k
(∇uk,k(t),∇φ)

]
dx

+

ˆ
Ω

[(
A1/k

uk,k−1
(t, x,∇uk,k(t)),∇φ

)
+ κuk,k(t)φ

]
dx

= κ

ˆ
Ω
(f(t)− vk(t))φdx, ∀φ ∈W 1,2(Ω) a.e. in [0, T ], (4.22)

uk,k(0) = f0. (4.23)
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we derive from this the following estimate∣∣∣∣〈∂uk,k∂t
, φ

〉∣∣∣∣ ⩽ 1

k
∥∇uk,k∥L2(QT ;R2)∥∇φ∥L2(QT ;R2)

+ 2∥A1/k
uk,k−1

(t, x,∇uk,k)∥
L
p′uk,k−1

(·)
(QT ;R2)

∥∇φ∥
L
puk,k−1

(·)
(QT ;R2)

+ κ∥uk,k∥L2(QT )∥φ∥L2(QT ) + κ∥f − vk∥L2(QT )∥φ∥L2(QT )

⩽ (by (4.9)–(4.13))

⩽
[ 1√

κ
S1 + κS1 + κ∥f∥L2(QT ) + κ sup

k∈N
∥vk∥L2(QT )

]
∥φ∥L2(0,T ;W 1,2(Ω))

+

(
1 +

ˆ
QT

|A1/k
uk,k−1

(t, x,∇uk,k)|
p′uk,k−1

(t,x)
dxdt

)1/2

(1 + T |Ω|)1/2 ∥φ∥L2(QT )

by (4.10),(3.8)
⩽ const∥φ∥L2(0,T ;W 1,2(Ω)), ∀φ ∈ L2(0, T ;W 1,2(Ω)).

Hence, ∥∥∥∥∂uk,k∂t

∥∥∥∥
L2(0,T ;(W 1,2(Ω))′)

< +∞. (4.24)

Utilizing this fact together with (4.20) and (4.21), we deduce from the Aubin-
Lions lemma that the set U = {uk,k}k∈N is relatively compact in Lp−(0, T ;L2(Ω)).
Hence, we can suppose that uk,k → u strongly in Lp−(0, T ;L2(Ω)) as k → ∞.
Since, U is bounded in L∞(0, T ;L2(Ω)), it leads to the conclusion

uk,k → u strongly in L2(0, T ;L2(Ω)), as k → ∞. (4.25)

Step 5. At this stage we show that the limit pair (v, u) is related by the
integral identity (3.10). First we notice that uk,k is a weak solution (in the sense
of distributions) of (3.59)–(3.61) with n = k, εn = 1/k and v = vk. Hence, uk,k
satisfies the integral identity
ˆ
QT

(
−uk,k

∂φ

∂t
+

1

k
(∇uk,k,∇φ) +

(
A1/k

uk,k−1
(t, x,∇uk,k),∇φ

)
+ κuk,kφ

)
dxdt

= κ

ˆ
QT

(f − vk)φdxdt+

ˆ
Ω
f0φ|t=0 dx ∀φ ∈ Φ. (4.26)

Then, utilizing the properties (4.19), (4.7), and (4.3), and passing to the limit in
(4.26) as k → ∞, we immediately arrive at the announced identity (3.10).

Step 6. In order to show that the limit pair (v, u) satisfies the energy in-
equality (3.62), we have to realize the limit passage as k → ∞ in the relation
(see [41])

1

2

ˆ
Ω
u2k,k dx+

ˆ t

0

ˆ
Ω

(
1

k
|∇uk,k|2 +

(
A1/k

uk,k−1
(t, x,∇uk,k),∇uk,k

)
+ κu2k,k

)
dxdt

= κ

ˆ
QT

(f − vk)uk,k dxdt+

ˆ
Ω
f20 dx ∀ t ∈ [0, T ]. (4.27)
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that can be viewed as the energy equality for the weak solutions of the problem
(3.59)–(3.61) with n = k, εn = 1/k and v = vk. To this end, we notice that the
strong convergence in (4.25) implies the pointwise convergence

u2k,k(t, ·) → u2(t, ·) a.e. in QT .

Then, in view of estimate (4.12), we have (by the Lebesgue dominated Theorem)
the strong convergence u2k,k(t, ·) → u2(t, ·) in L1(Ω) for a.a. t ∈ (0, T ), and,
therefore,

1

2
lim
k→∞

ˆ
Ω
u2k,k(t, x) dx =

1

2

ˆ
Ω
u2(t, x) dx for a.a. t ∈ (0, T ). (4.28)

Moreover, taking into account that the L2(QT )-norm is continuous with respect
to the strong convergence (4.25), we see that

lim
k→∞

ˆ t

0

ˆ
Ω
u2k,k dxdt =

ˆ t

0

ˆ
Ω
u2 dxdt. (4.29)

We also notice that due to the properties (4.15), (4.19), and (4.7), we have

∇uk,k ⇀ ∇u and A1/k
uk,k−1

(t, x,∇uk,k)⇀ Au(t, x,∇u) in L1(QT ;R2) as k → ∞.

Since (Au(t, x,∇u),∇u) ∈ L1(QT ) (see (3.22)), it follows from Lemma 2.3 (see
also Proposition 2.2) that

lim
k→∞

ˆ t

0

ˆ
Ω

[1
k
|∇uk,k|2+

(
A1/k

uk,k−1
(t, x,∇uk,k),∇uk,k

) ]
dxdt

⩾ lim
k→∞

ˆ t

0

ˆ
Ω

[
1

k
|∇uk,k|2

]
dxdt

+ lim inf
k→∞

ˆ t

0

ˆ
Ω

(
A1/k

uk,k−1
(t, x,∇uk,k),∇uk,k

)
dxdt

by (4.13)
⩾

ˆ t

0

ˆ
Ω
(Au(t, x,∇u),∇u) dxdt. (4.30)

So, in order to pass to the limit in (4.27), it remains to notice that the term
ˆ
QT

(f − vk)uk,k dxdt

is the product of weakly and strongly convergent sequences in L2(0, T ;L2(Ω)).
As a result, we have

lim
k→∞

ˆ
QT

(f − vk)uk,k dxdt =

ˆ
QT

(f − v)u dxdt. (4.31)

Thus, utilizing the obtained collection of properties (see (4.28), (4.29), (4.30), and
(4.31)), we can pass to the limit in (4.27) as k → ∞. As a result, we arrive at the
energy inequality (3.62).
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Step 7. To conclude the proof, it remains to notice that, due to the properties
(3.9), that were established at the previous steps, we have: J(v, u) < +∞ and u ∈
Wu(QT ). Moreover, in this case the sequence {uk,k}k∈N satisfies all requirements
that were mentioned in Definition 3.2. Hence, u ∈ Wu(QT ) is a W0-attainable
weak solution to the problem (3.1)–(3.3). The proof is complete.

Taking this result into account, it is easy to show that the original optimal
control problem (4.1) has a solution. Indeed, this issue immediately follows from
Theorem 4.1 and the facts that the set of feasible solutions Ξ is bounded in
L2(QT )×Lp−(0, T ;W 1,p−(Ω)) (see estimates (4.9)–(4.13), (4.14)), and the objec-
tive functional J(v, u) is lower semicontinuous with respect to the weak topology of
L2(QT )×

(
Lp−(0, T ;W 1,p−(Ω)) ∩ L∞(0, T ;L2(Ω))

)
. So, as a direct consequence,

we can finalize this inference as follows:

Theorem 4.2. Let f ∈ L2(QT ), f0 ∈ L2(Ω), θ ∈ L∞(Ω;R2), and va, vb ∈ L2(Ω),
va(x) ⩽ vb(x) a.e. in Ω, be given distributions, and let κ > 0 and µ > 0 be some
constants. Then, for each 0 < ω < T the optimal control problem (4.1) admits at
least one solution (v0, u0) ∈ Ξ.

5. Approximation of the Relaxed OCP

Let ε, as usual, be a small parameter which varies within a strictly decreasing
sequence of positive numbers converging to 0. In order to find out whether some
optimal pairs to the original OCP (4.1) can be attained in an appropriate topology,
we make use the basic ideas coming from the perturbation theory and variational
convergence of minimization problems [26,39,42]. With that in mind, we introduce
the following family of perturbed OCPs

Minimize Jε(v, u) provided (v, u) ∈ Ξε, (5.1)

where

Jε(v, u) = ∥v∥2L2(0,T ;L1(Ω)) +
µ

2ω

ˆ T

T−ω

ˆ
Ω
|u(t, x)− f0(x)|2 dxdt (5.2)

and Ξε ⊂ L2(0, T ;L1(Ω))×L2(0, T ;W 1,p−(Ω)) stands for the set of feasible solu-
tions which we define as follows: (vε, uε) ∈ Ξε if

vε ∈ Vad, uε ∈Wuε(QT ), Jε(vε, uε) < +∞,

uε ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;W 1,2(Ω)) is a W0-attainable

weak solution of the problem (3.15)–(3.17) for the given vε.

 (5.3)

Taking into account Theorem 3.2 and arguing as in Theorem 4.2, it can be
proven the following result.
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Theorem 5.1. Let f ∈ L2(QT ), f0 ∈ L2(Ω), θ ∈ L∞(Ω;R2), and va, vb ∈ L2(Ω),
va(x) ⩽ vb(x) a.e. in Ω, be given distributions, and let κ > 0 and µ > 0 be some
constants. Then, for each ε > 0 and 0 < ω < T , there exists at least one solution
(v0ε , u

0
ε) of optimal control problem (5.1).

The primary goal of this section is to show that the relaxed OCP (4.1) can
be successfully approximated by the OCPs (5.1). In means that there is a pair
(v0, u0) ∈ Ξ such that

J(v0, u0) = inf
(v,u)∈Ξ

J(v, u),

lim
ε→0

J(v0ε , u
0
ε) = lim

ε→0
inf

(v,u)∈Ξε

Jε(v, u) = J(v0, u0),

(v0ε , u
0
ε) → (v0, u0) as ε→ 0 in some appropriate topology.

We begin with a couple of auxiliaries lemmas.

Lemma 5.1. Let f ∈ L2(QT ), f0 ∈ L2(Ω), θ ∈ L∞(Ω;R2) be given distributions.
Let {(vε, uε) ∈ Ξε}ε→0 be a sequence of feasible pairs such that {vε}ε→0 is bounded
in L2(QT ). Then there exists a constant C > 0 such that

sup
ε→0

[
∥uε∥L∞(0,T ;L2(Ω)) + ∥∇uε∥Lp− (QT ;R2)

]
⩽ C. (5.4)

Proof. The fact that {(vε, uε) ∈ Ξε}ε→0 is a collection of feasible pairs to the
corresponding problems (5.1), implies (see Theorem 3.2 and Corollary 3.1) that,
for each ε > 0, they are related by the integral identity
ˆ
QT

(
−uε

∂φ

∂t
+ ε (∇uε,∇φ) +

(
Aε

uε
(t, x,∇uε),∇φ

)
+ κuεφ

)
dxdt

= κ

ˆ
QT

(f − vε)φdxdt+

ˆ
Ω
f0φ|t=0 dx ∀φ ∈ Φ. (5.5)

and satisfy the energy equality

1

2

ˆ
Ω
u2ε dx+

ˆ t

0

ˆ
Ω

(
ε|∇uε|2 +

(
Aε

uε
(t, x,∇uε),∇uε

)
+ κu2ε

)
dxds

= κ

ˆ t

0

ˆ
Ω
(f − vε)uε dxds+

ˆ
Ω
f20 dx for a.a t ∈ [0, T ]. (5.6)

Then arguing as in the proof of Theorem 3.3, we deduce from (5.6)

supε>0 ∥uε∥L∞(0,T ;L2(Ω)) ⩽
√
2κC1,

supε>0 ∥∇uε∥Lp− (QT ;R2)
⩽ (1 + T |Ω|)1/p

− (
Λ−1κC2

1 + 5
)1/p−

,

supε>0 ∥∇uε∥L2(QT ;R2) ⩽
1√
εκ
C1

 (5.7)

with C1 = ∥f∥L2(QT ) +
2
κ∥f0∥L2(Ω) + supε>0 ∥vε∥L2(QT ). As a result, we arrive at

the estimate (5.4).



162 C. D’Apice, P. Kogut, R. Manzo

Taking this result into account and arguing as in Theorem 4.1, it can be shown
the weak L2(QT )-compactness of admissible controls for the perturbed OCPs (5.1)
implies some compactness properties for the corresponding sequence of feasible
solutions.

Lemma 5.2. Let {(vε, uε) ∈ Ξε}ε→0 be a sequence of feasible pairs to the OCPs
(5.1). Assume that vε ⇀ v in L2(QT ). Then, for given f ∈ L2(QT ), f0 ∈ L2(Ω),
and θ ∈ L∞(Ω;R2), we have

uε → u strongly in L2(0, T ;L2(Ω)), (5.8)

uε ⇀ u weakly in Lp−(0, T ;W 1,p−(Ω)), (5.9)

ε∇uε ⇀ 0 weakly in L2(QT ;R2), (5.10)

puε(t, x) → pu(t, x) uniformly in QT , (5.11)

ε∇uε +Aε
uε
(t, x,∇uε)⇀ Au(t, x,∇u) weakly in L(p+)′(QT ;R2), (5.12)

where (v, u) ∈ Ξ.

Proof. Since for each ε > 0 the function uε is a W0-attainable weak solution
to the problems (3.15)–(3.17) with v = vε, it follows that we can utilize the a
priori estimates (3.52)–(3.56). Hence, the existence of element u with properties
(5.9)–(5.12) follows from Theorem 3.3. To establish the fact that the pair (v, u)
is feasible to the relaxed OCP 4.1, we can apply the arguments of the proof of
Theorem 4.1. It remains to notice that in order to deduce the strong convergence
property (5.8), it is enough to take into account the boundedness of the sequence
{uε}ε→0 in Lp−(0, T ;W 1,p−(Ω)) (see (5.9)), the estimate∣∣∣∣〈∂uε∂t , φ

〉∣∣∣∣ ⩽ ε∥∇uε∥L2(QT ;R2)∥∇φ∥L2(QT ;R2)

+ 2∥Aε
uε
(t, x,∇uε)∥Lp′uε (·)(QT ;R2)

∥∇φ∥Lpuε (·)(QT ;R2)

+ κ∥uε∥L2(QT )∥φ∥L2(QT ) + κ∥f − vε∥L2(QT )∥φ∥L2(QT )

⩽ (by (5.7))

⩽
[
const + κ∥f∥L2(QT ) + κ sup

k∈N
∥vk∥L2(QT )

]
∥φ∥L2(0,T ;W 1,2(Ω))

+

(
1 +

ˆ
QT

|Aε
uε
(t, x,∇uε)|p

′
uε

(t,x) dxdt

)1/2

(1 + T |Ω|)1/2 ∥φ∥L2(QT )

⩽ const∥φ∥L2(0,T ;W 1,2(Ω)), ∀φ ∈ L2(0, T ;W 1,2(Ω)).

and then (5.8) immediately follows from the Aubin-Lions lemma.

The main question we are going to discuss the convergence of minima of (5.1)
to minima of (4.1) as ε tends to zero. In other words, our aim is to show that
some optimal solutions to (4.1) can be approximated by the solutions of (5.1).
To this end, we make use of the basic results of the variational convergence of
minimization problems [36–38,42,44]. We begin with some preliminaries.
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Lemma 5.3. Let {(vε, uε) ∈ Ξε}ε→0 be a sequence of feasible pairs such that
{vε}ε→0 is bounded in L2(QT ). Then there exists a function u ∈ Wu(QT ) with
properties (5.8)–(5.12) such that

(v, u) ∈ Ξ and J(v, u) ⩽ lim inf
ε→0

Jε(vε, uε). (5.13)

Proof. This assertion immediately follows from Lemma 5.2 the lower semiconti-
nuity of the L2(QT ) and L2(0, T ;L1(Ω))-norms with respect to weak convergence
in L2(QT )× Lp−(0, T ;W 1,p−(Ω)). As a result, we have

lim
ε→0

∥vε∥2L2(0,T ;L1(Ω)) ⩾ ∥v∥2L2(0,T ;L1(Ω)),

lim
ε→0

ˆ T

T−ω
∥uε(t, ·)− f0∥2L2(Ω) dt =

ˆ T

T−ω
∥u(t, ·)− f0∥2L2(Ω) dt.

Before proceeding further, we note that, the initial-boundary value problem
(3.15)–(3.17) may have a non-unique solution under a fixed control (see Theo-
rem 3.2). In view of this we define the binary relation ⟨L; Ξε⟩ on each of the
sets Ξε following the rule: (vε, uε)L (v̂ε, ûε) if and only if vε = v̂ε a.e. in QT . It
is easily seen that ⟨L; Ξε⟩ is an equivalence relation. So, hereinafter we will not
distinguish the triplets belonging to the same class of equivalence.

Lemma 5.4. For every class of equivalence Ξ/L(v) with v ∈ Vad there can be
found a pair (v, u) ∈ Ξ/L(v) and a sequence {(vε, uε) ∈ Ξε}ε>0 with properties
(5.8)–(5.12) such that

vε ⇀ v in L2(QT ), and J(v, u) ⩾ lim inf
ε→0

Jε(vε, uε). (5.14)

Proof. Let v∗ ∈ Vad be an arbitrary admissible control. Let

Ξ/L(v∗) = {(v∗, u) ∈ Ξ}

be the corresponding class on equivalence.
We define the sequence {(vε, uε) ∈ Ξε}ε>0 as follows vε ≡ v∗ for each ε > 0,

and uε is a weak solution to the problem (3.1)–(3.3) with v = v∗ in the sense of
Definition 3.1. Then arguing as in Lemma 5.3 and Theorems 3.2 and 3.3, it can
be shown that there exists a W0-attainable solution u∗ ∈Wu∗(QT ) to the problem
(3.1)–(3.3) such that (v∗, u∗) ∈ Ξ and uε → u∗ strongly in L2(0, T ;L2(Ω)) (see
properties (5.8)–(5.12)). It is clear now that (v∗, u∗) ∈ Ξ/L and the following
relations

lim
ε→0

∥vε∥2L2(0,T ;L1(Ω)) = ∥v∗∥2L2(0,T ;L1(Ω)),

lim
ε→0

ˆ T

T−ω
∥uε(t, ·)− f0∥2L2(Ω) dt =

ˆ T

T−ω
∥u∗(t, ·)− f0∥2L2(Ω) dt

hold true. From this (5.14) follows.
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We are now in a position to prove the main result of this section.

Theorem 5.2. Let f ∈ L2(QT ), f0 ∈ L2(Ω), va, vb ∈ L2(Ω), and θ ∈ L∞(Ω;R2)
be given distributions. Let

{
(v0ε , u

0
ε) ∈ Ξε

}
ε>0

be a sequence of optimal pairs to
the corresponding OCPs (5.1). Then there exists a pair (v0, u0) ∈ Ξ such that,
up to a subsequence, (v0ε , u0ε) → (v0, u0) in the sense of convergences (5.8)–(5.12)
and

inf
(v,u)∈Ξε

J(v, u) = J(v0, u0) = lim
ε→0

Jε(v
0
ε , u

0
ε) = lim

ε→0
inf

(v,u)∈Ξε

Jε(v, u). (5.15)

Proof. Let
{
(v0ε , u

0
ε) ∈ Ξε

}
ε>0

be a given sequence of optimal pairs to the OCPs
(5.1). Taking into account the definition of the set of admissible controls Vad and
the a priori estimates (3.52)–(3.56), it can be show that (we refer to Lemma 5.2 for
the details) the sequence

{
(v0ε , u

0
ε) ∈ Ξε

}
ε>0

is relatively compact with respect to
the convergence (5.8)–(5.12). So, we may suppose that there exist a subsequence{
(v0εk , u

0
εk
) ∈ Ξεk

}
k∈N of the sequence of optimal solutions and a pair (v∗, u∗),

such that (v0εk , u
0
εk
) −→ (v∗, u∗) as εk → 0 in the sense of (5.8)–(5.12). Then, by

Lemma 5.2, we deduce that (v∗, y∗) ∈ Ξ, and

lim inf
k→∞

min
(v,v)∈Ξεk

Jεk(v, u) = lim inf
k→∞

Jεk(v
0
εk
, u0εk)

⩾ J(v∗, u∗) ⩾ min
(v,u)∈Ξ

J(v, u) = J(v0, u0),
(5.16)

where (v0, u0) is an optimal pair to (5.1).
Let Ξ/L(v0) =

{
(v0, u) ∈ Ξ

}
be the corresponding class on equivalence. It is

clear that (v0, u0) ∈ Ξ/L(v0). Since u0 is a W0-attainable weak solution to the
problems (3.15)–(3.17) with v = v0 (in fact, (v0, u0) is the limit of a minimizing se-
quence), it follows from Lemma 5.4 that there exists a sequence

{
(v0, ûε) ∈ Ξε

}
ε>0

with properties (5.8)–(5.12) such that

J(v0, u0) ⩾ lim sup
ε→0

Jε(v
0, ûε).

Using this fact, we have

min
(v,u)∈Ξ

J(v, u) = J(v0, u0)

⩾ lim sup
ε→0

Jε(v
0, ûε) ⩾ lim sup

ε→0
min

(v,u)∈Ξε

Jε(v, u)

⩾ lim sup
k→∞

min
(v,u)∈Ξεk

Jεk(v, u) = lim sup
k→∞

Jεk(v
0
εk
, u0εk).

(5.17)

From this and (5.16) we deduce that

lim inf
k→∞

Jεk(v
0
εk
, u0εk) ⩾ lim sup

k→∞
Jεk(v

0
εk
, u0εk).
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Then, combining (5.16) and (5.17), we get

J(v∗, u∗) = J(v0, u0) = min
(v,u)∈Ξ

J(v, u) = lim
k→∞

min
(v,u)∈Ξεk

Jεk(v, u). (5.18)

Using these relations and the fact that the problem(5.4) has a nonempty set
of solutions, we may suppose that v∗ = v0 and u∗ together with u0 belong to the
same class of equivalence Ξ/L(v0). Since equality (5.18) holds for the limits of all
subsequences of

{
(v0ε , u

0
ε)
}
ε>0

, it follows that these limits coincide and, therefore,
(v0, u0) is the limit of the whole sequence

{
(v0ε , u

0
ε)
}
ε>0

. Then, using the same
argument for the entire sequence of minimizers, we have

lim inf
ε→0

min
(v,u)∈Ξε

Jε(v, u) = lim inf
ε→0

Jε(v
0
ε , u

0
ε) ⩾ J(v0, u0) = min

(v,u)∈Ξ
J(v, u)

⩾ lim sup
ε→0

Jε(v
0, ûε) ⩾ lim sup

ε→0
min

(v,u)∈Ξε

Jε(v, u)

= lim sup
ε→0

Jε(v
0
ε , u

0
ε)

and this concludes the proof.

6. On Optimality Conditions for Approximating OCPs

For the sake of simplicity, we assume that the function g : [0,∞) → (0, 1] in
(1.7) is defined by the rule

g(s) = δ +
a2(1− δ)

a2 + s2
, ∀ s ∈ [0,+∞), (6.1)

where 0 < δ ≪ 1 is a given threshold, and a ∈ [0,∞) is a tuning parameters.
We also assume that the variance σ in the Gaussian kernel Gσ (see (1.9)) is small
enough. It means that, for each function u ∈ W 1,1(Ω), its texture index pu(t, x)
can be approximately defined as

pu(t, x) = 1 + g(|∇u|). (6.2)

It is worth to notice that from practical point of view, the above mentioned
simplification is not very strong because we can always suppose that in this
case the restriction of exponent pu(t, x) given by (6.2) on any grid will be al-
most the same the restriction on this grid of the Lipschitz-continuous function

p̂u(t, x) := 1 + g

(
1

h

ˆ t

t−h
|(∇Gσ ∗ ũ(τ, ·)) (x)| dτ

)
provided σ > 0 and h > 0 are

small enough.
Further, for each ε > 0, we associate with the OCP (5.1) the following La-

grange functional

Lε (v, u, λ, z) := λJε(v, u) +

ˆ
QT

[−ε∆u− divAε
u(t, x,∇u)] z dxdt

+

ˆ
QT

[
∂u

∂t
+ κ(u− f + v)

]
z dxdt, (6.3)
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where λ ∈ R+, z ∈ L2(0, T ;W 1,p−(Ω)), and

Jε(v, u) = ∥v∥2L2(0,T ;L1(Ω)) +
µ

2ω

ˆ T

T−ω

ˆ
Ω
|u(t, x)− f0(x)|2 dxdt, (6.4)

Aε
u(t, x,∇u) := (|Rη∇u|+ ε)pu(t,x)−2Rη∇u. (6.5)

Let (v0ε , u
0
ε) ∈ Ξεε be an optimal pair to the problem (5.1). To characterize

this solution, we make use of the celebrated Ioffe-Tikhomirov theorem [34]. With
that in mind, let us show that the mappings

u 7→ Jε(v, u), (6.6)

u 7→ ∂u

∂t
− ε∆u+ κ(u− f + v), (6.7)

u 7→ −divAε
u(t, x,∇u) (6.8)

are continuously differentiable in some neighborhood of the point uε. Since this
property is obviously true for the mappings (6.6)–(6.7), we establish it for the
u 7→ −divAε

u(t, x,∇u).
Let F ′(u)[h] stands for the directional derivative of a functional F : X → Y

at the point u ∈ X along a vector h ∈ X, i.e.,

F ′(u)[h] = lim
σ→0

F (u+ σh)− F (u)

σ
.

Then, arguing as in [6], we can obtain the following result:

Proposition 6.1. Let p : QT → [p−, p+] ⊂ (1, 2], with p± = const, be a given
exponent and let

F̃1(u) = −div
[
(|∇u|+ ε)p(x)−2∇u

]
, ∀u ∈Wu(QT ).

Then, for each u ∈Wu(QT ), we have

F̂ ′
1(u)[h] = F̂11(u)[h] + F̂12(u)[h], (6.9)

where

F̂11(u)[h] = −div
[
(|∇u|+ ε)p−2∇h

]
,

F̂12(u)[h] = −div
[
(p− 2) (|∇u|+ ε)p−4∇u (∇u,∇h)

]
.

Then, applying the similar arguments and taking into account the represen-
tation (2.13), we can generalize the previous proposition as follows.

Proposition 6.2. Let p : QT → [p−, p+] ⊂ (1, 2], with p± = const, be a given
exponent and let

F1(u) = −div
[
(|Rη∇u|+ ε)p(x)−2Rη∇u

]
, ∀u ∈Wu(QT ).
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Then, for each u ∈Wu(QT ), we have

F ′
1(u)[h] = F11(u)[h] + F12(u)[h] + F13(u)[h] + F14?(u)[h], (6.10)

where

F11(u)[h] = −div
[
(|Rη∇u|+ ε)p−2∇h

]
, (6.11)

F12(u)[h] = −div
[
(p− 2) (|Rη∇u|+ ε)p−4Rη∇u (∇u,∇h)

]
, (6.12)

F13(u)[h] = η2 div
[
(|Rη∇u|+ ε)p−2 (θ ⊗ θ)∇h

]
, (6.13)

F14(u)[h] = η2 div
[
(p− 2) (|Rη∇u|+ ε)p−4Rη∇u (θ,∇h) θ

]
= η2 div

[
(p− 2) (|Rη∇u|+ ε)p−4Rη∇u (θ ⊗ θ)∇h

]
. (6.14)

Proposition 6.3. Let (v, u) ∈ Ξε be a given feasible solution, let

p[∇u] := 1 + δ +
a2(1− δ)

a2 + |∇u|2
,

and let

F2(u) = −div
(
|Rη∇q|p[∇u]−2Rη∇q

)
, ∀u ∈ L2(0, T ;W 1,1+δ(Ω)),

where q ∈ L2(0, T ;W 1,p[∇u](Ω)) is a given function. Then, for each element
q ∈ L2(0, T ;W 1,p[∇u](Ω)) and for all h ∈ L2(0, T ;W 1,2(Ω)), we have

F ′
2(u)[h] = −div

(
|Rη∇q|p[∇u]−2 2a

2(1− δ) log (|Rη∇q|)
(a2 + |∇u|2)2

(Rη∇q ⊗∇u)∇h
)
.

(6.15)

Proof. The representation (6.15) immediately follows from definition of the direc-
tional derivative.

Utilizing the representations (6.10)–(6.15), we see that

[
Iε(v

0
ε , u

0
ε)
]′
u
[h] = λ

µ

ω

ˆ T

T−ω

ˆ
Ω

(
u0ε(t, x)− f0(x)

)
h(t, x) dxdt

+

ˆ
QT

[
∂h

∂t
+ κh

]
z dxdt

+

ˆ
QT

[
−ε∆h+

4∑
i=1

F1i(u
0
ε)[h]

]
z dxdt

+

ˆ
QT

F ′
2(u

0
ε)[h]

∣∣∣
q=u0

ε

z dxdt, ∀h ∈ .L2(0, T ;W 1,2(Ω)).

(6.16)
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Taking into account that
ˆ
QT

F ′
2(u

0
ε)[h]z dxdt

=

ˆ
QT

|Rη∇u0ε|p[∇u0
ε]−2 2a

2(1− δ) log
(
|Rη∇u0ε|

)
(a2 + |∇u0ε|2)

2

(
Rη∇u0ε ⊗∇u0ε

)
(∇z,∇h) dxdt,

we have

|Rη∇u0ε|p[∇u0
ε]−2 log

(
|Rη∇u0ε|

)
(a2 + |∇u0ε|2)

2

∣∣(Rη∇u0ε ⊗∇u0ε
)∣∣ |(∇z,∇h)|

⩽ (1− η2)−2|Rη∇u0ε|p[∇u0
ε]
log
(
|Rη∇u0ε|

)
(a2 + |∇u0ε|2)

2 |∇z||∇h|,

where

|Rη∇u0ε|2
| log

(
|Rη∇u0ε|

)
|

(a2 + |Rη∇u0ε|2)
2 |∇z||∇h| ⩽

| log
(
|Rη∇u0ε|

)
|

a2 + |Rη∇u0ε|2
|∇z||∇h|

⩽ const|∇z||∇h|, as |∇u0ε| → ∞,

|Rη∇u0ε|2
| log

(
|Rη∇u0ε|

)
|

(a2 + |Rη∇u0ε|2)
2 ⩽

1

a4
|Rη∇u0ε|2| log

(
|Rη∇u0ε|

)
| < +∞

as |∇u0ε| → 0

by the L’Hôpital’s rule.
Thus, from this we can deduce that

|Rη∇u0ε|2
| log

(
|Rη∇u0ε|

)
|

(a2 + |Rη∇u0ε|2)
2 ∈ L∞(QT )

and there exists a constant M > 0 such that∣∣∣ ˆ
QT

F ′
2(u

0
ε)[h]z dxdt

∣∣∣ ⩽ 2a2
(1− δ)

(1− η2)2

∥∥∥∥∥|Rη∇u0ε|2
| log

(
|Rη∇u0ε|

)
|

(a2 + |Rη∇u0ε|2)
2

∥∥∥∥∥
L∞(Ω)

×
ˆ
QT

|Rη∇u0ε|p(|∇u0
ε|)−2|∇z||∇h| dxdt

⩽ const

ˆ
QT

|∇u0ε|p(|∇u0
ε|)−2|∇z||∇h| dxdt

⩽ const

(ˆ
QT

|∇u0ε|p(|∇u0
ε|)−2|∇z|2 dxdt

)1/2

×
(ˆ

QT

|∇u0ε|p(|∇u0
ε|)−2|∇h|2 dxdt

)1/2

⩽ const ∥z∥
L2(0,T ;Hp−,u0ε (Ω))

∥h∥
L2(0,T ;Hp−,u0ε (Ω))

⩽M∥h∥L2(0,T ;W 1,2(Ω)) ∥z∥L2(0,T ;Hp−,u0ε (Ω))
. (6.17)
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Here, Hp−,u0
ε(Ω) stands for the weighted Sobolev space which is defined as a

completeness of C∞
c (R2) with respect to the norm

∥z∥
Hp−,u0ε (Ω)

=

ˆ
Ω

[
z2 +

(
1 + |∇u0ε|

)p−−2 |∇z|2
]
dx.

It is easy to check that Hp−,u0
ε(Ω) is a Hilbert space with the inner product

(z1, z2)Hp−,u0ε (Ω)
=

ˆ
Ω

[
z1z2 +

(
1 + |∇u0ε|

)p−−2
(∇z1,∇z2)

]
dx.

Moreover, since p− = 1 + δ << 2, it follows from the estimates
ˆ
Ω

(
1 + |∇u0ε|

)p−−2 |∇z|2 dx ⩽
ˆ
Ω
|∇z|2 dx,

ˆ
Ω
|∇y|p− dx =

ˆ
Ω

|∇y|p−

(1 + |∇u0ε|)
p−(2−p−)

2

(
1 + |∇u0ε|

) p−(2−p−)
2 dx

⩽

(ˆ
Ω

(
1 + |∇u0ε|

)p−−2 |∇y|2 dx
) p−

2
(ˆ

Ω

(
1 + |∇u0ε|

)p−
dx

) 2−p−
2

,

which hold true for each z ∈ Hp−,u0
ε(Ω) and y ∈W 1,p−(Ω), that

H1(Ω) ↪→ Hp−,u0
ε(Ω) ↪→W 1,p−(Ω)

with continuous embeddings.
Thus, in view of estimate (6.17), it is clear that, the directional derivative

F ′
2(u)[h] with its representation (6.15) is the Gâteaux derivative of the operator
F2 and moreover, this derivative is a strongly continuous and bounded mapping.
Arguing as in [6], it can be shown that, in fact, the mapping u 7→ Lε (v, u, λ, z)
is continuously differentiable in some neighborhood of the optimal pair (v0ε , u0ε) ∈
Ξεε. Thus, in order to derive optimality conditions for the approximating OCP
(5.1), it remains to repeat all arguments from [32] (see Section 2.8.2). As a result,
we deduce that λ = 1 in (6.3), and the following result holds true.

Theorem 6.1. Let for given distributions f ∈ L2(QT ), f0 ∈ L2(Ω), θ ∈ L∞(Ω;R2),
and va, vb ∈ L2(Ω), and for given values of the small parameters ε > 0 and ω > 0,
(v0ε , u

0
ε) ∈ Ξεε is an optimal pair to the OCP (5.1). Then there exists a unique

zε ∈ L2(0, T ;Hp−,u0
ε(Ω)) such that żε ∈ L2(0, T ;

[
Hp−,u0

ε(Ω)
]′
) and

∂u0ε
∂t

− ε∆u0ε − div
[(
|Rη∇u0ε|+ ε

)p
u0ε

(t,x)−2
Rη∇u0ε

]
+ κu0ε

= κ(f − v0ε) in QT := (0, T )× Ω,

∂νu
0
ε = 0 on (0, T )× ∂Ω,

u0ε(0, ·) = f0 in Ω,


(6.18)
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−∂zε
∂t

− ε∆zε − div
[(
|Rη∇u0ε|+ ε

)p
u0ε

(t,x)−2∇zε
]
+ κzε

− div
[
(pu0

ε
(t, x)− 2)

(
|Rη∇u0ε|+ ε

)p
u0ε

(t,x)−4
Rη∇u0ε

(
∇u0ε,∇zε

)]
+ η2 div

[(
|Rη∇u0ε|+ ε

)p
u0ε

(t,x)−2
(θ ⊗ θ)∇zε

]
+ η2 div

[
(pu0

ε
(t, x)− 2)

(
|Rη∇u0ε|+ ε

)p
u0ε

(t,x)−4
Rη∇u0ε (θ ⊗ θ)∇zε

]
− div

(
|Rη∇u0ε|

p
u0ε

(t,x)−2 2a
2(1− δ) log

(
|Rη∇u0ε|

)
(a2 + |∇u0ε|2)

2

(
Rη∇u0ε ⊗∇u0ε

)
∇zε

)
= −µ

ω
(u0ε − f0)χ[T−ω,T ](t) in QT := (0, T )× Ω,

∂νzε = 0 on (0, T )× ∂Ω,

zε(T, ·) = 0 in Ω,


(6.19)ˆ T

0

[ˆ
Ω

2v0ε
|v0ε |+ ε

ˆ
Ω
|v0ε | dx+ κzε

(
v − v0ε

)
dx

]
dt ⩾ 0, ∀ v ∈ Vad. (6.20)

Here, χ[T−ω,T ](t) stands for the characteristic function of the set [T − ω, T ].

Finally, it is worth to notice that the elliptic operator in the principle part
of the system 7.15b is coercive, monotone, and hemicontinuous for each ε > 0.
Hence, by the classical results of the theory of linear PDE [31], a weak solution
of the adjoint system (6.19) is unique in the weighted space{

z ∈ zε ∈ L2(0, T ;Hp−,u0
ε(Ω)), żε ∈ L2(0, T ;

[
Hp−,u0

ε(Ω)
]′
)

}
.
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