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MoBa BUKIagaHHSI

English language

[IpepeksizuTn (IEpeyMOBH BHBUEHHS
TACITATITIHH)

Basic knowledge of higher mathematics; skills in mathematical
modelling of technical systems; knowledge of classical control theory;
Experience with mathematical software tools

Uomy 1e mikaBo/Tpeba BUBYATH

The Theory of Optimal Control plays a key role in modern
engineering, economics, robotics, aerospace, and artificial intelligence.
It provides powerful mathematical tools for making the best possible
decisions in dynamic systems under constraints.

[epemnik TeM 3 TUCIUILTIHU

1. Introduction to Optimal Control Theory. Basic concepts and
applications. The structure of control systems.

Mathematical Models of Dynamic Systems. Differential equations in
control. Linear and nonlinear systems.

The Optimal Control Problem. Performance criteria. Control
constraints. Problem formulation.

3. Pontryagin’s Maximum Principle. Necessary conditions for
optimality. The Hamiltonian function.

4. The Calculus of Variations. Functional optimisation. Euler—
Lagrange equations.

5. Dynamic Programming. Bellman’s principle of optimality. The
Hamilton—Jacobi—Bellman (HJB) equation.

6. Linear Quadratic Regulator (LQR). Optimisation for Linear
Systems with Quadratic Costs.

7. Bang-Bang and Singular Controls. Time-optimal and energy-
optimal solutions.

8. Numerical Methods in Optimal Control. Discretisation, shooting
method, direct and indirect methods.

9. Applications of Optimal Control. Engineering systems, robotics,
economics, and aerospace.

SIK MOYKHA KOPUCTYBATHCS HAOYTUMH
3HAHHSIMU 1 YMIHHAMU
(xomnemenmmuicmo)

1. Ability to model and analyze dynamic systems using mathematical
tools and formulate control tasks based on system behavior and
constraints.

2. Ability to apply optimal control methods, including Pontryagin’s
Maximum Principle and dynamic programming, to solve practical
engineering problems.

3. Ability to use modern computational tools to implement and
simulate optimal control strategies in real-world scenarios.

OuikyBaHi pe3yJbTaTH HaBYaHHS

1. Ability to formulate optimal control problems for linear and
nonlinear systems with given performance criteria and constraints.

2. Ability to apply analytical and numerical methods such as the
calculus of wvariations, Pontryagin’s Maximum Principle, and
Bellman’s Principle to solve control tasks.

3. Ability to design and implement optimal control strategies using
simulation software (e.g., MATLAB/Simulink) for practical
engineering systems.

Indopmariiiine 3a0e3neveHHs

lecture notes, methodological instructions for practical classes

BI/I}II/I HaBYaJIbHUX 3aHATH

lectures and practical activities
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